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1. Introduction 

Problems of optimum control of complex industrial systems, 
such as e.g. an integr~ted power system, steel mill , chemical 
factory, etc., create a new branch of optimization theory. 

In this theory two ·basic trends may be distinguished. The 
first one which caD be referred to as aDa~tic, aims at decom­
posing the original large-scale problem into a numb~r of smal­
l~r and si~ler sub-problems which can be solved effectively 
by the existing mathematical tools. The second trend,which can 
be referred to as synthetic, starts with simple controlled sub­
processes having known performance properties,and by a process 
called aggregation -creates a complex system with the desirable 
property. In other words: the first trend stems from the de­
sire for better knowledge of the complex nature of large-scale 
problems by breaking them down to simple sub-problems, the se­
cond trend tries to synthesize the large scale project from 
the well known sub-systems or operations. 

It should be noted that the intuitive idea of decomposition 
I 

as well as aggregation is not new and it is frequently used in 

the design of complex industrial system&. However, tor the 
purpose of optimization of large-scale systems formal notions 
of the decomposition and aggregation is needed. The papers by 

Dantzig and Wolte. 11 ' 12 constitute an . important contribu -
tion in this respect. These authors formulate the decomposi­
tion problem for the complex linear-programming problem and 
give an effective algorithm for the solution of complex prob 
lem -ll terms of solution of sub-problems. A. similar method was 
also applied to nonlinear programming problems 36 • 

In control theory and its applications, the decomposition 
methods for dynamic processes constitute the most important 
and interesting problem which can be formulated in the follow­
ing way. Let the functional& ll'i (~), i = 1, ••• , n, and the 
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and global constraints (6), (7). 
A similar optimization problem exists in the case of inte­

grated utility gas system , certain dynamic inventory problems, 
etc. 

The optimum strategy for a si,le system where m = n = 1 

can be derived relatively easily 4 • HoVJever, when the system 
consists of many stations (m, n >1) and the interactions (6) 

(7) occur the effective computation of optimum strategies poses 
a difficult optimization problem. 

It should be observed that simpler optimization problems al­
so exist when there are no local constraints or when equality 
signs appear in (3), (4). 

A class of control problems called autonomous control is al­
so know.n in which the interactions appearing between the coor­
dinates of a dynamic· system can be compensated in the con­
troller. However, i n systems of this type the processes con­
troled are, generally speaking, neither optimum nor sometimes 
even realizable. 

The purpose of the present paper is to give a short review 
ot optimization methods based on the decomposition or aggrega­
tion of large-scale syste~, which can be implemented in the 
form of a two- or multi-level structure including local and 
higher level controllers. The ~roblem of optimum organization 
of the multilevel structure will be also considered. . 

The limited space, however, will not allow to present all 
the methods known, and greatest stress will be laid on the op­
timization of dynamic systems. The studies made in p~ _and will 
also be emphasized. 

2. Tw~level Control of Linear Systems with Interactions 20 

lAst us consider linear 
controlled inputs ~' u2 , 

Y1' • • •' Yn • 

system shoWD in Fig. 1 with n 

••• , un, and n output · terminals , 

The input-output relations are specified by the form · ~ 
n 

Yi = I>ij(uj)' i = 1, ••• , n (9) 
j:1 
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where Aij are linear continuous operators in Hilbert space H. 
The performance measure is assumed to be 

F(u) = [jlu111
2 

+ "-1Jl;rpi - 1:
1
: A1 j(ujlll 2

} {10) 

where: i\. 1 - given positive numbers, Ypi - given elements of 
Hilbert space. 

The space of square integrable functions L2 [o,T] and the 
integral operator of Volterra type (11) are concrete examples · 
of H and ~j, respectively, 

t 

Ai.~(u~ = S ~(t . ... 't' )ui -r )d'l" (11) 
0 . 

where uj( 1:" ) 

e [o,T]. 
and kij(t-'t" ). are sque:ra·-integrallle for t,"f E 

T The norm 
llujll

2 
= S luj('t" >1 2

d't', j = 1, ••• , n 

0 

represents here the co~t of control-energy whereas 
D 

IIYpi - L J.ij(uj)ll
2 

j=1 

represents the square-error between the outputs desired (Ypi) 
and actual (y i) of the syste·m • 

Using variational methods it is possible to derive the op­
timum controls ~ = ui ' 1 = 1, ••• , n, which minimize the 
functional /.10) , which become 20 : 

n · n ' n 

u~ . = - L ~k~ [L ~j(uj)J + L ~&.CYpk) 
k=1 jc1 k=1 

(12) 

1 = 1, ••• , n 

where ~ - linear operator , adjoint to ~ .When ~ has 
the form like in (11), the adjoint operator becomes 
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T 

~(ui) = S ~( t' - t)ui(t' )d't' 
t 

(13) 

For physically realizable operators A~ can be realized 
by analogue devices in an apprpximate manner only. By analys­
ing the form of the optimum solution (12) it is possible to 
observe that the analogue synthesis of the optimum controller 
assumes an "adjoint" form shown for n = 2 in Fig. 2. 

That property can be also expressed in the form of the fol­
lowing principle of reflected images. 

The optimum structure of the controller, ~.mizing the 
measure of the quadratic performance (10),should be a reflect­
ed image of the system structure controlled~ 

Using this principle it is possible to synthesize the struc­
ture of an optimum controller for complicated multidimensional 
processes in a simple manner. 

Using the terminology already introduced the controllers 
* specified by the operators Aii , i = 1, ••• , n, can be refer-

red to as local (or 1st-level) controllers, and the controller 
. * 

which realizes the operators Aij' i i j, i, j = 1, 2, · ••• ,n, 
can be referred to as coordinating (or 2nd-level) controller. 

It should be stressed here that the two-level control prob­
l ems play aD importaDt role not only. when planning and design-
ng complex controlled systems, but are also when a system is 

being reconstructed and supplied with new controlling devices. 
In the latter situation it is sometimes convenient to apply 
simple 2nd-level controllers only instead of replacing all 
ontrollers ' by a multidimensional and expensive global con­

troller. The decentralized system operates with relatively 
) 

simple e.g. onedimensional controllers only. 
Now we can consider the problem of implementing the opti­

mum solutions (12) by means of digital controllers. In that . 
case it will be ·convenient to write Eq. _(12) in a vector form 

(14) 

where 
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and the components of ~ and y 

-t i\ ~ [t -\:j{uj)J 
k=1 j=1 

are 
n 

and L i\ k~i(Ypk) 
k=1 

i=1, ••• ,n 

respectively. ~ is a linear matrix sel.fadjoint operator. We 
assume that A is a contracting operator, i. o. for arbitrary 
elements .B-J , ~ e H we get 

(15) 

where ft < 1 • 
Then the optimum solution of (14) u = u ~an. be approximat­

ed by iteration 

.!!(k+1) -- ~(~(k)) k 0 1 +y, =' , ••• (16) 

·where .!!(o) e H is an arbitrary element, and l1m _!!(k) = :§:. 
k- 00 

When n = 2, the iteration (16) can be written in the fol­
lowing form 

where 

01k =-i\zl~1[~1(u~k))- Y~ + 

- [i\~A;1A12 + A~21~2J<~k)) 
02k = - i\1.!~2 [-'12(~k)) - Yp1J + . 

- [ i\~1 + i\1A~zi11J (u~k)) 

(1?) 

(18) 

. It can be observed that the algorithms (17), (18) and . the 
one dimensional algorithms (without interactions) differ by 
additive terms o1m, o2m only. Then the organization of the 
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computations can be changed to that shown j_n Fig. 3, where 
the 1st-level controllers o1 , o2 compute u~k+ 1 ), u~k+ 1 ) by 
formulae 1? , 18 ,whereas the 2nd-level controller 0 computes 
o1m, o2m using the ~esults u~k), u~k) obtained from o1 ,o2• 

The optimization process requires then an exchange of :i. r.f'or­
mation between the 1st- and 2nd-level controllers. 

The optimization process of' this type can be easily extend­
ed to the multidimensional case (n > 2). The main advanta5e of 
the two-level optimizat~on is that one can use local sub- pro­
grammes of the type (1?), (18) which are only sligh'Gly modifi·· 
ed by the additive terms 61m' o 2m supplied by the coor di -
nating (supervisory) controller 0 • 

Is should be noted that the idea of using t\7o-levol i mple­
mentation of iterational solutions of optimization· pr oblems 
for linear and . nonlinear processes was used by ma.n:y au­
thors. 

In the case considered so far, the inter~ctions take place 
among the inputs and outputs of the optimized system. Another 
kind of interacti ons is obtained when the controllers are sup­
plied from the same source of' energy, and consequently 

n 

I::11uill 2 ~ u (19) 
i=1 

where U is a given number. In this case we shall also neg­
lect the input-output interactions ~eting Aij = O, i ~ j , 

i, j = 1, 2, ••• , n, and denoting Aii by Ai' i = 1,2, ••• ,n, 
The performance measure shall be given the following form 

n 

.F(u) = L IIYpi - Ai (ui)f 
i=1 

(20) 

Using variational methods it is possible to show20 ,that the 

optimum u = u which minimizes the functional (20) subject to 
the condition (19) can be derived ·from the equations 

yielding 
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(22) 

. * )-1 where R =(AI+ AiAi is called the resolvent operator, 
and the ii\. parameter i\. can be determined from the equation 

n 2 
2:::~~ [A-!<:rpi'J ~ = u 
i=1 ii\. 

(2:;) 

Using this procedure it is possible to synthesize the two­
-l~vel optimum control-system. A system for the case of two · 
sub-processe

1 
n = 2

1 
is given·in Fig. 4 as an example.The op­

timum control strategies (21) can be realized in the form of 
feedback syste~s s1 , s2 , where Ai, i = 1, 2,represents plant 
operators, Ai - the correcting systems,and Ami - amplifiers 
with an amplification factor ~i = 1/i\.i. The systems describ­
ed by ~iAt can be referred to as 1st-level controllers. 

The 2nd-level controller observes Ypi and finds the value 
of ~ which is the solution of Eq. (2:;). This value of i\. is 
transmitted to the first-level controllers, where it readjusts 
the acplification factors of the amplifiers ~ in such a 
way that .Pt = 1/ I\.. If the inputs y pi do not v~ in a 
certain number of consecutive .optimizat"ion intervals, it is 
possible to construct a simpler analogue 2nd-level controller, 

which observes the allowed (U) and ac~ual (t 11ui11 2\ energy 
l.=1 ) 

consumptions, and by readjusting the amplification factor ~ = 
= 1/A. in the 2nd-level controllers tries to satisfy Eq. (2:;). 
This method may be particularly advantageous when the 
teristics of the sub-systems are not completely known 

charac­
to the 

2nd-level controller; and an _adaptive optimi zation approach is 
needed. 

Since A may be regarded to be a Lagrange multiplier for 
Lagrangian 

4>(~) = i\. [t lluill
2

- u] + t IIYpi- Ai(ui)ll
2 

1=1 i=1 
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it can be also regarded to be the price asigned to the con- · 
trol energy. This price is derived by the 2nd·-leve1 contr ol­
ler and communicated to the 1st-level ones. 

It should be observed that the goal of the 2nd- level con­
troller is to find such a_price strategy whic~ m.alces t he loss 

. n 

of the unemployed resources, U - L 11 ui~ 2 , equal zero; while 
i=1 

the goal of the 1st-level controllers is to ndnimize the re-
spective performance factors for every value of ~ dictated by 
the 2nd-lev'e1 22 

It should be also noted t hat the decomposition methods ·and 
optimum two-level control is possible also for other perform­
ance criteria, such as minimum time, minimum magb.itude, etc. 

3. Multistage Optimization 

A characteristic feature of large-scale optimization prob­
lems is the large number of decision variables which should be 
determined in such a way that the given performance factors 
reach their minimum or maksimum value. In many cases it is con­
venient to re~lize the optimization in the form of a mul·ti­
stage process, when at each stage the optimization is perform­
ed with respect to certain variable~, whereas the remaining 
variables are kept constant. 

The main problem connected with this procedure, may be for­
mulated as follows: what are the conditions for the multist age 
optimization process being optimum overall?In the case of con-

I 

tinuous performance functions f(~, y), x eX, ye Y,where x, 
-"ff!,-EJ4 ' -y are compact sets in vector space respectively, it 

is possible to show that 

max tmax f(x, !>] = III8X [max f(x, ~>] 
X I. - ~ X -

and 
!>] !>] min [min f(x, = min [min f(x, 

X l - .1_ X -

However 
min [ max f(x, !>] >- max_ [ min f(x, !>] (24) 
y X - ! l - . 
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According to the well known minimax theorem we have the 
equality sign in (24) if X, Y are convex and f(~, z> is con­
tinuous and convex in z for each ~ , and concave in x for 
each y • 

Let us consider the system consisting of N controlled sub­
systems with variables x., yi' i = 1, 2, ••• , N, as a typical 

l. 6 
example of multistage optimization • The performance of each 
sub-system can be evalua~ed using the functions Fi(xi , y1), 

1 = 1, 2, ••• , N. 
The sub-system constraints take the form 

(25) 

It is required to find such values _x1 = %1 , Y1 = y1 , 1 = 
= 1, 2, ••• , N, which minimize the global performance 

N 

F(~, !) = L l!'1 (xi' y1 ) (26) 
1=1 

subject to the global constraints 

N 

L a1~xj + oc1 ~ 0, 1 = 1, 2, ••• , N 
j=1 

(27) 

where a1 j and oc1 are given real numbers. 
Let us assume that :r1 , ~ are convex functions of real 

variables xi' y i • Than, the Lagrangian 

tt>c~. !·~' .8) = f::rFi(xi, Yi) ~ i\i~cxi, Yi>] + 
i=1 [ 

. + t JJ.i [t aijxj - ~i] · (28) 
1=1 j:1 

has the saddle-point (~, z, ~ , .B) which represents the global 
solution, viz., 

(29) 
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B,y interchanging the order of summation in Eq. (29) we get 
N 

4>(~, z, ~. i!) = max{max [ min L(Fi(xi'yi) + i\.iRi(xi,yi) + 
..!:!: ~ !•I i=1 · . 

n 

+ xi L aij Jlj - Jli oci~1 (30) 
j=1 ~ 

J.s it may be seen, the sub-system variables in Eq. (30) 
are grouped in such a manner that we have the sum of N in­

dependent functions depen~ only on xi' yi' i = 1,2, ••• ,N. 
The optimization problem may than be performed in following 
stages: 

1. Local problems (1st-level): minimjze functions 
n 

fi(xi' Yi) = Pi(~, Yi) + xi L aij Jlj - Jli oci (31) 
- j:1 

i = 1, 2, ••• , N 

subject to. the constraints 

~(xi' xi)~ 0, i = 1, 2, ••• , N (32) 

and fixed numbers Jli ~ o, i = 1, ••• , n. 
When it is possible to solve the~e problems and find xi = 

= :£1 , y i = y i, as e:z:plici t functions of .e. , i.e. x1 ( ~) and 
yi( ~), it is also poss~ble to derive the functions 

epiC~) = fi[xic ~)J, i = 1, 2, ••• , N (33) 

2. Coordination problem (2nd-level):find t~e values Jli = 
= jii , i = 1, ••• , n, such that the function 

li 

.L:cpic J.!) (34). 
i=1 . 

reaches its maximum value. It is ·possible then to derive also 
xi(~) , fi(~), i = 1, ••• , N, w~tch represent the solution 
of the global problem 
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Another popular example of multistage optimization is a wa­
ter distri bution system. Let us consider· for instance the sys­
tem shown in Fig. 5, ·which consists of two reservoirs z1 , z2 
containing v1 , v2 [m3 ] of water, respectively. Besides, the 
quantity q12 [ m3 J of water may be delivered from z1 to z2 • 

The water volume v1 - ~2 , contained in z1 , should be di­
stributed among n receivers, demanding a1 , ••• ,an[ m3J of 
water, respectively. Since 

n 

L ai ~ V 1 - ~2 (35) 
i=1 

the receivers obtain x1 ~ ai cubic meters of water only and 
they suffer the losses estimated by 

n 
. ~ 2 

s1~) = ~ (ai- xi) . 
1=1 

In a similar way for the reservoir z2 we obtain 
n 

(.36) 

L bi ~v2 + ~2 (.3?) 
i=1 

where b1 , b2, ••• , bm .are water demands of the receivers sup­
plied by z2 • 

The losses · connected with · z2 are 
m 

. ~ 2 82(!) = ~ (bi - yi) 
i=1 

where y1 , ••• , Ym are the quantities of water supplied to 
the receivers from z2 • 

The problem CODSiStS iD finding SUCh values of Xi ~ Xi , 
q12 = q.,2, Y 1 = Yi, which minimize the global losses 

(.38) 

subject to constraints (35), (3?), and ~ ~ O, Y1 ~ O,q12 ~ O. 
Instead of solving the global problem it is .possible to fiX 
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q12' and fi:cd at the first stage; the optimum water distribu­
tio:c xi, Yj' i = 1, 2, ••• , :c, j = 1, ••• ,m, as functions of 
q12• It is the:c possible to compute the functions 

and at the 2:cd stage to determi:c the optimum value q12 = q12• 
For further details o:c this. pr9cedure a:cd several extenssions 
· Cf. Ref. 13, 30 

It sh~d be also observed that many examples of the multi­
stage optimization procedure may be found in the Bellman dy­
namic programm1:cg. 

When this procedure is used, the problem that poses great­
est difficulties is ~he derivation of the· resulting function 
(such as ~i in (33) and (39)). 

Many examples of problems are known when this function can­
not be derived in an explicit manner. However, methods exist 
which help to overcome this drawback. We shall describe such a 
method 3? recurri:cg to the formulatio:c of local and global 
problems give:c i:c sectio:c 1. We assume that Fi' Gi, Hi. are 
co:ccave differentiable functions of real variables. It is also 
assumed that a solutio:c of m auxiliary 1st-level problems 
exists i.e. it is possible to derive the solutio:c xi = xi of 

subject to 
1IISX Fi(xi) 

Gi(xi) ~ 0 
Hi(xi) = yi' i = 1, 2, ••• , m 

where yi - given real numbers. 
This solution is a function of yi ' i.e. xi(yi). 
Let us define · 

fi(yi) = 7iri(yi~' ~ = 1 • ••• ,m 

(40) 

(41) 

By the 2:cd-level optimizatio:c problem we shall understand · 
the problem of finding y = yi' i . = 1, ••• , m, such that the 
:function 

(42) 
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attains the maximum value subject to the constraint 
n 

LYi~h 
i=1 

(4}) 

It is obvious that (42) , (4}) represent a nonlinear program­

ming problem which may be solved by known iterative procedures 
when the gradient of the function ( 42) is known. Since tor the 
sub-problem Lagrangians 

~i = Fi(Xi) + AiGi(xi) + Pi[Hi(xi) - Yi] 

the well known property 

dFi(xi) 

~(ii) 
i = 1' •••. , • . (44) 

holds, and the Lagrange multipliers Jli may be derived by the 
1st-level controllers, the gradient of (42) may also be de­
termined. The 1st-level controllers derive then components ot 
the gradient tor the 2nd-level, and an iterational optimiza­
tion proce.dure can be realized. As shown in Re:t. 18, this pro­

cedure may be extended to the case when.Fi' Hi are :tunctionals 
and Gi - operators in the Banach spaces. 

Another interesting approach, used by economists 16 , has 

been based on the iterational solution o:t a fictitious game 
which is being played between level 1 and 2. To explain this 
approach - we shall consider the dnal problems ot linear pro­
gramming: 

Problem 1 
max (.2, ~) 

X 

A:!: < .e 
:! ~ 0 

· Problea 2 
m1n (y, )!) 

y -

!A~~ 
;r>O 

where )! is the magnitude o:t the resources used in the given 
technological processes with the intensi~ : · · The intensity 
vector : should be chosen in Problem 1 in such a manner that 
the global production income In Problem 2 
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the cost of the resources consumed (~, E) should be minimized -
by a proper choice of the price-vector z . The constraints 
~ ~E' ~ )£ represent the restrictions imposed on the mag­
nitude of resources consumed and production costs,respectively. 
Let us assume that the solutions x ~ 0, l ~ 0 of problem 1 

and 2, respectively, exist and that the saddle-point relation 

max (~, ~) = max !.• £ = (~, !) = (!• :!!) = K (45) 
~EX yeY 

holds, X, X, Y, Y representing the sets of admissible and op­
timum solutions for problems 1 and 2, respectively.Let us also 
assume that the matrix A consists of n sub-matrices, viz., 

A = 11 !1 ' ~' · · · ' !n 11 
and the vectors ~' £ consists of n sub-vectors 

~ = c~1 , ~2, ••• , ~D} c = c £1 , £2, ••• , £~J 

We now introduce the vector ~ with components ~i' i = 1, 
n 

••• , n, which have the same dimensions as E and ,L .l!i = _£. 
i=1 

This vector shall be called the central strategy, and the lin­
ear programm1 :og sub-problems 

max (£1 , ~1 ) , i = 1, ••• , n 
xi 

Ai~ ~ .!!i 

- ~) · o 

shall be referred to as sector optimization. 

(46) . 

Here ~i represent the production-intensities of sector 1. 
Vectors 1i , i = 1, ••• , n, appearing in the corresponding 
dual of (46) represent the prices in the sector i , when the· 
.magnitude of resources in that sector is ~i • Hence the cen­
tral strategy consists in finding the optimum distribution of 
the given magnitude of resources among n sectors,and the op­
timum sector strategies xi ' i = 1, .••• , n,consist in finding 
the corresponding optimum production intensities. 

.. 
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Let us assume further that for each admissible 
strategy u. 

-l. 

and denote 

there exist vector functions 

n 

~P<.1!> = z tn.(u.) 
2" l. -l. . 

1=1 

The two-level optimization consists in: 

central 

(a) Finding the admissible central strategies ~ = [~1 , ~2 , 
••• , ~ which ensure the global maximum, i.e.solving the con­
cave programming problem 

(48) 

(b) Finding the optimum production intensities in each sec­
tor ii , i .e. solving the linear programming problem 

max (.2i' !i) 
.!i 

Ai!i ~ ~, i = 1, 2, ••• , n 

( 49) 

Since the effective determination of ~ (~) is not easy, 
this problem has been reduced to the two person polyhedral 
game . 

The first (maximizing) pl~er strategy is the vector ~ = 
= [.B~, ... , §n] E !! , and the second (minimizing) .player strat­

egy l.S the vector .Y = [.l1 •22• • • •, ~ E ! · 
The game value l.S -

K = max min (!, ~) 

,!!E,!!,!E! 

The iteration process, known as the Brown fictitious play 
has been used to find the best game . strategies ~ e Q , .! € y. 
This process has an interesting economic interpretation.As al­
ready shown, the initial optimization problem has been reduced 

. to the two-level fictitious play between sectors (1st-level ) 
and canter (2nd-level). The 2nd-level strategy is the admissi-
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ble distribution of resources and the 1st-level strategy - the 
admissible prices in dual problems. In the process of iteratio­
nal solution each sector optimizes its own strategy according 
~o the resources received from the 2nd-level,and after solving 
the dual problem it sends the result of optimization to the 
2nd-level. The 2nd-level solves the problem of optimum distri­
bution· of resources and sends a new distribution strategy to 
1st-level, etc. 

The decentralized optimization.process derived in this way 
has proved to be usefull in the planning of socialist econ­
orrq 16 • 

4. Two-level Adaptive Optimization of Interacting Systems 

So far the ·assumption was made that the optimized processes 
were determiDistic and completely known to the controllers. 
However, in many practical ·systems the information on plant 
characteristics JJJEJ' be incomplete • .- In these cases one may use 
the known adaptive control methods in which the controller i­
·dentifies the plant characteristics during the control actions 
·by proper organization of the control actions and observation 
of output rea~tions. We shall consider a simple example of an 
iterational procedure, based on the so called stochastic ap­
pra%imations, which can be realized . in the form of a decen -
tralized, two-level control system. 

Let us now consider a simple regulator system, which con­
sists of n sub-systems including processes Pi and local con­
trollers Ci , i = 1, 2, ••• , n, which is shown in Fig. 6 for 
n = 2. 

The input-output relation for the sub-systems 

Yi = fi(xi) 

and the additive interactions 

zji = ~ji(x~), i,j = 1, 2, ••• , n 

are given continuous functions of xj • 
It is desired to obtain the resulting outputs 
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n 

t 1(x1) :.. ,L 'Pji(xj)' 1 = 1, 2, ••• , n 
j=1 
j~i 

equal to the given numbers Y1• 
If no interactions were present, each controller c1 could 

determine the required control values :lj, = xi by so~ ~!le 

equation 

fi(xi) = Yi, i = 1, 2, ••• , n 

For this purpose it is convenient to solve the equivalent 
equation . · 

xi= xi+ ai~i- fi(xi~ = Fi(xi)' i = 1, ••• , n (50) 

where the numbers ai are chosen in such a w~q that the func._ 
tions Fi(xi) satisfy the contraction conditions in the in­
tervals X. including xi : 

. l. 

IFi(xi> - Fi(xi>l' ~ 0( l:ti- x"j, ex< 1, i • 1, 2, ••• , n 

where xi, xi - arbi tra17 points in · ~ • · 

The values ~ can then be derived b.f iterations 

·xfk+1) = Fi(xfk)), k = O, 1, 2, ••• , n, i = 1, 2, ••• , n (51) 

starting with the arbitrary values xf0 > e 
It is well known that lim xfk) - ~ , 

k-.oo 
tained is unique. 

xi, i = 1,2, ••• ,n. 
and the' solution ob-

The iterations can be also used when the explicit form of 
the input-output ~elations is unknown, but the controllers can 
observe the outputs· Ylk), which correspond to the fixed input 
xfk) , using feedback loops (denoted by the dashed line in 71g. 
6). Since these observations are frequently influenced by ran­
dom noise, in the present case we are interested in the expec­
ted values of Ylk) ( w) , .i~e. 

E{:rfk>(w)lxfk>(w) }= fi(xfk>), .i = ·1, 2, •• .• ,n, k = 0,1, ••• 
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where w is a random variable. 
The functions f 1(x1) should be new treated as regression 

functions, and the problem which faces us is the solution of 
the regression equations 

f 1(x1) - Yi ~ 0, i = 1, 2, ••• , n 

by 1 terations, using values Ylk) ( w ) taken from observations. 
This may be done by the so called stochastic approximations 

having the form 

k = 0,1, ••• , 
i = 1, ••• , n 

which, as shown by Robbins, Monro 35, will converge stochastic­
ally to the values xi t i = 1, ••• , n, i.e. 

lim E{ llxfk)(w) - xi 11}= 0 
k-eo 

\ 

if cert~ regularity conditions hold. The regularity con-
ditions include apart of the contractions the requirement that 
the numbers c1 , c2 , c3 exist such that: 

(a) the probability P{l:r(x) 1 < c1 } = 1 , 

c2 . ~ 
(b) k ~ ~-1 · ~ k , k = 1, 2, • • • and the dispersion of 

xf0) is finite. 

The iterations can be also used when .interactions are pre­
sent. In that case we get 

xfk+1) = zlk) + ai.[Yi- fi(xfk))J = J'i(x~k), ••• , :z:~k)) (52) 

n 

. Yi = yi - L 'Pji (x~k)) 
j=1 
j#1 

(53) 

instead of (50) and (51), or when vector notation is used (52), 
(53) can be written: 

~(k+1) = ![~(k)J, k = o, 1, ••• .(54) 

where X E c~ t ~t • • • t ~ t ! := [.F1 t .F2' ••• , .li'xJ is a non-
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l i near continuous operator in n dimensional space ~.If F is 
a contracting operator in a set X c rfl 1 and ~~ E X, the-it­
erations (54) will converge to the unique solution . ~ = ~1 ,x2 
••• , ~] E X • . 

The calculations corresponding to (52) , (53) can be imple­
mented in the two-level form, shown in Fig. 6 for n = 2, where 
the 2nd-level controller C derives t he values Yi by (53), 
and the 1st-level controller derive xik+1) by (52).The advan­
tage of the two-level process is that it utilizes the same 
control algorithms for l evel 1 as in the case without interac­
tions. However, it r equires the exchange of information be­
tween 1st- and 2nd-level controllers. 

The control processes (52) , (53) can be also realized when 
the values Ylk) ( w), z~~) ( w), obtained from observations,are 

used instead of fi[x~~ , <p ji[x~~ • In that case, instead 

of (52), (53), we get ·the following algorithms for level 1 

xik+1) = xik) + afk) [yi(k) ( w) - Ylk) ( w )] ' i = 1 ,2, • • • ,n 

(55) 
k = 0,1, •• • 

and for level 2 
n 

Yi(k)(w) = Yi- I::z<~f(w) (56) 
j=1 
j~i . i = 1,2, ••• ,n 

If the regularity conditions for the multidimensi onal case 
hold, the two level iteration processes (55), (56) converges 
stGchastically t~ the solutions Xi' 1 = 1, ~ •• , D, Qf the re-
gression equation 

n 

Yj_- fi(xi) - L 'Pji(x) = 0 
j=1 
j~i 

One should observe t hat the processes (50) - (54) can be 
easily extended to the case wben the outputs Yi derived, of 
sub-systems Pi , are given functions (Fi) of the outputs fi (xi) 
and interactions 'Pji(xj)' i,j = 1, 2, · ••• , n, i.e. 
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We shall also assume that it is possible to derive 
as the UDique continuous functions (<I> 1) of Yi . and 

fi (xi) • ~ i[Yi' <f>11'(~1)' • • • • ~ ni <xn~ 
i•1, ••• ,n 

(5?) 

fi (xi) 
q?~i; 

(58) 

Then, 1n order to solve the regression Eqs. (5?) or the equi­
valent Eqs. (58), we can use the processes 

xfk+1) = xilt) + ~c cl> ik) - fi <xik) ~ 

cplk) = 4>j.[yi' 1911(x~k))~ ••• , <pni(~k)~ 

i = 1, ••• , n, k = 1, 2, ••• 

It is also possible to optimize the system when the values . 
<p ;ji (x~k) )t f 1 <:z:lk)) are obtained by observation. The latter 
case is illustrated in ~ig. 7, where n = 2 and the values 

tp ji (x~k) )t fi (xlk)) are denoted by z~~) ( w) and Yl~) ( w) · 

respectively. 
In reference 25 ·it was shown that the stochastic approxima­

tions can be also used for the decomposition of complex opti­
mization problems. 

5. AP-:JZ:re~~:ation and S:.vnthesis of Optimum Organizational 
Structures of Multi-level Systems 

' !~any examples _of complex technical, economic, social and 

biological systems or organizations exist which are control led 
by several cooperating or interacting decision canters or con­
trollers. These _aystems are frequently organized according to 
the hierarchic principle, i.e. each sub-system, consisting of • 
a controller and controlled processes, receives certain direc­
tions, information or resources from a higher-level controller 
and at the . same time it can influence the performance of lower­
-level sub-systems. 

I 

- An interesting feature of the hierarchic structure is · that 
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the particular sub-systems are autonomous in the sense that 
every controller derives his control-strategy on the basis of 
a limited amount of information.The higher is the control-lev­
el the smaller is the global amount of information. In other 
words the information is "compressed" or aggregated when it 
·travels from the lower to the higher levels of the hierarchic 
structure. On the other hand the directions of the higher-lev­
els passing to lower-level sUb-systems become supplemented by 
information suitable for local conditions. This corresponds to 
the "decompression" of information. It should be · also noted · 
that in such systems there exist a decentralization of deci­
sion processes, ·whioh permits the controllers to deal with (or 
transform) a limited amount of information (or calculations) 
in a fixed time interval. This feature ' also perlll:its effective 
control of complex processes or organizations by standard anal­
ogue and digital computers or by human operators. 

Examples are also known of systems or organizations whose 
performance is evaluated as poor, inefficient or bureaucratic. 
Many authors, including Parkinson, have contributed much to a 

better understanding of these organizations.H~ever,the eval­
uation of the quality of 'organization in these researches has 

been performed on the basis of emo~ions rather than strict an-
alysis. ' 

·In the present section we shall consider a simple model of 
hierarchic organization, shown ~ Fig. 8, consisting of con-- . 
trolled processes (denoted by circles), controllers (denoted 
by rectangles), and communic~tion or transport means linking 
the controllers and processes. 

We shall show . that the performance of a controlle~,· process 
can be described by a single number,referred to as the process 
quality index P •. ~· I. ,and that the losses due to the trans­
mission of information or resources can be again described by 

numbers, referred to as loss coefficients L.C •• The result­
ing performance index of the whole organization .can then be 
derived. Comparing organizations, described by different per­
formance indices, it is also possible to choose from the given 
sets of controllers and processes. the best organizational 
s'tructure or, iD other words, it is possible to solve the . syn~ 

thesis problea. · 
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The main concepts which are used in this section are based 
on the ideas described in 19, 23. 

5.1. Performance Measure of Hierarchic Orgnnizations 

Let us consider a simple hierarchic organization, shown in 
Fig. 8, which consists of controlled processes P1 , ••• ,Pn,local 
(1st-level), controllers c1 , • •• , cn' supervise~~ (2nd-level) 
controller c1n and t ransmission lines L 1 , • •• ,Ln' which link 
c1n with c1 , •• • , en • 

The operation or controllers is specified by given objec­
tive functionals, which t ogether with the process equations 
and constraints can be used for determination of the optimum 
control algorithms. Since in the present sect:ton we are inter­
ested mainly in the organizat ional ~~pects of complex systems, 
we shall not devote much attention to the derivation of the op­
timum control ~lgoritbms, but we shal l concentr~te on the no­
tion of the so called optimum performance characteristics(O.P. 
C.) of optimum processes, which are essen.tial for the evalua­
tion of t he organization qual ty. 

Far this purpose let us o nsider a dynamic pro ess which is 
described by a given operator A : 

Y = A.(x) , 7, X E X 

where 4 s the controll ed input , y - out put process , and X 
1.s, generally speaking, a Banach space of functlons of time t. 
Now let us assume that there exists unique input x eX, which 
mini m; zea the' given objective f uncti onal F(x) , x e X (called .... 
the control coet),subject to a number of equality or inequali-
ty constraints~ 

where <I> , • v. , ·1jf given :functi nals in X and B, •• • , Z 
given nonnegative numbers which may r epresent the desi r ed out­
put production,. magnitude of resources available, optimized 
time-interval, et -c. 

If x can be effect i vely de ived as a function of t ime t 
and B, ••• , Z, i t is also possible to deri ve a function A = 
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= F[x(t, B, ••• , Z)] = f(B, ••• , Z), which represents the val­
ue of control cost as a function of "outer parameters" B, ••• ,z 
and which does not depend on the time variable t • The func­
tion A= f(B, ••• , Z) will be called the O.P.C. of processes 
optimized. 

As an example we shall consider a transport process, using 
electrical motor, which should shift an inertial load to the 
given distance Y in the given time interval T with minimum 
energy consumption. 

The position of the load y(t) can be described b1 the -
operat-or t 

y(t) = A(x) = y(O) + as (t- 't") X('t") dt' (~9) 
0 

where a - given coefficient, :x:( 't' ) - current in the armature 
of the motor. 

The optimization problem consists in finding such a control­
-current x(t) E L2 [o,T] , which minimizes the energy cost 

T 

F(x) = S [ :x:( 't' )] 
2 dt 

0 

subject to the constraints 

~(x) = y(T) - y(O) = Y 

'V (:x:) = dy(t) I = 0 
dt - T=O 

It can be shown that 

i(t) = 2! (! - t) 
aT3 2 

and 

Relation (62) can be also written in the form 

AT3y-2 = k2 , k = v3'!2a 

and can be called the O.P.C. of the transport process. 

(60) 

(61) 

(62) 

(63) -
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Another example is a P.E.R.T. x)_project in which the cost 
C of each operation is assumed to be inversly proportional to 
the optimization time T • In that case we get for the O.P.C. 

CT = k2 

where k is a -given coefficient. 
In Reference 22 the O.P.C. have, been derived fap many dynam­

ic optimized processes. For many cases they assume a simple an­
alytic form: 

ex f3 A B ••• (64) 

where A,B,Y ,z, oc, J' , ••• ;k are positive DUmbers and w , 1jr, • • • 
negative numbers xx) • Since the smaller is k the batter the 
properties of the optimized processes (e.g. in the case of 

(63): 

when 

A~Y-2 = 3 
2 and :fixed T, Y the value of J. is small 

4a 

k = lf:? is a small number), k can be called the qual-
2a 

ity index. 
J.ssuming that the O.P. C. of the sub-systems ~ including 

processes Pi · and local controllers Ci , i = 1,2, ••• ,n (see 
Fig. 8) are given, Ai = fi(Bi' ••• , Zi)' we can concentrate on 
the derivat ion of the O.P.C. for th~ aggregated system K1n' , 
which apart from the sub-systems Ki includes a supervisory 
controller c1n and transmission lines L1 , ••• , Ln • 

n 

We shall take L ociJ.i as the obj ective function for an 
·i=1 

aggregated system and determine . such values of ·Bi, ••• ,z1 which 
minimize 

n n 

L ~J.i = LCXifi(Bi, ••• , Zi) (65)· 
1=1 i=1 

subject to the set ?f. aggregated constraints 

x) Process Evaluation and Review Technique. 
xx) The weli known economic model o! Cobb-Douglas is a spe­

cial case of the model described by (64). 
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n 

... , L wizi > z 
i=1 

(66) 

where oc 1'.(31' ••• ~1, wi' ••• ~ 1 and B, ••• , z are given 
positive numbers.We have here a nonlinear programming problem. 
We now assume that there exists a unique solution B~, ••• , z~, 
i = 1, 2, ••• , n, and c.hat it is possi.ble to compute the :tunc-: 
tion n 

A= ~~ifi(B~, ••• , Z~) = f(B, ••• , Z) 
i=1 

which will be called the O.P.C. of the aggregated system.There 
exist many industrial and economic systems which are aggregat­
ed and opt imized according to (65), (66). 

As an example we may consider the integrated electric power 
system which consists of n power stations with given perform­
ance functions Fi .= fi(Pi)' i = 1, 2, ••• , n, relating the 
fuel cost ii and the amount of power production Pi • The 

. n 
global production 2::P1 Tti (where 11.i are the so called pen-

1 

alty factors, w4ich represent power losses in transmission 
lines) should be at least equal to the power demand P and the 

n 

global fuel cost~ ocifi(Pi) (whe~ · oci represent fuel 
i=1 

losses during transport) should be minimized by proper dis­
patching of the power production Pi • 

. 22 . 
It is possible to show that for certain types of b.P.c. 

the derivation of the aggregated O.P.C. is relatively simple. 
For example, in the .case of processes with the O.P.C. in the 

form A.rBf ••• zr = (~)q, i = 1, ••• , n, the aggregated 0. 

P.C. becomes Aoc BJ3 ••• Zw = (k)q , where 

(67) 
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and ~. B~, ••• , Z~ . canoe determined from linear equations. 
~ similar ~roperty is ·characteristic of the functions 

~ = Pif[i ;iBi] + ~. (68) 

where J3i' ai' Bj_ - given numbers, and f is a monotonic dif­
ferentiated function having a unique inverse [fj - 1 22 .It is 
possible also to show that a continuous O.P.C. can be piece­
wise approximated by functions (68) with the desired degree of 
accuracy. 

It should be observed that when the O.P.C.-s are described 
by a function of type (67) or (68), the aggregation and opti­
mization processes can be applied to multi-level structures 
yielding at each stage the same form of O.P.C. with quality 
indexes which can be derived from simple relations of the type 

(67)· 
In other words, the amount of variables 

which is to be considered at each control 
:J_imited. 

or information 
level is strictly 

It is also possible to evaluate qualities of different or­
ganizational structures. Let us assume,for example, that three 

different processes, described by (64), with performance k1 , 

~· k3 and tbree di;fferent organizations shown in Fig. 9, are 
given. The corresponding quality indexes, derived by '(67), be-
come 

(69) 

(70) 

( 71) 

where ?..1 , A2 , r.3 , 11.12, i\ 23 r epresent losse~ introduced by 

transmission Ltnes which link the respective controllers. 
Now we are abl~ to com,pare ~fferent organizations what' 

will be done in the next section. 

5.2. Synthesis and Optimum Control or Organizational Structures 

As it follows from (67) (compare· also (69) - (71)), the re-
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sulting quality index of an organization which consists of n 
controlled processes with given performance indexes k1 ,~ ••• , 
••• , ~ can be written in the form 

(72) 

where . li- loss indices depending on the organization struc­
ture. It is also obvious that the smaller is k the better 
the global system performance. 

The minimum value of k can be obtained by: 

(a) assigning processes to the· given fixed structure, L e. 
to the given, ordered set {1i}~ : 

11 ~ 12 ~ ·•• ~ ln 
.-

. the index~s v in the set { kv} ~ should be assigned iD such a 

way that (72) is m1Dimnm; 

(b) permitted reorganization 'of the structure, by changing 
the position of the controllers· and transmission lines, which 
decrease the value of (72). 

As far as the assignment problem is concerned the following 
two theorems may present certain interest~ 

Theorem 1. Let two sets { 1,} ~ , { kj} ~ of positive numbers 
n 

be given. The set of K = ~ kili corresponding to any pos-
1 

sible assignment of indexes v , j, is contained in the inter­
val 

[

. . 2 I it ' 1 i l (7~) 
· ilX/Ik + v'Lk/u' J 

where 
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The upper limit (1 k) is reached if and only if k1 = 0( li 
i = 1, ••• , n, ~ = const. The lower limit in (73) is reached 

if and only if p = ___ L.._/.-.l_ 
L/1 + K/k 

is an integer and 

ki = k } i = 1 ' 2 ' ••• ' p' . 
li = L 

• •.' n 

The proof of this theorem is based on the ~wn Caucby and 
G. Pol.ya and C. Szego inequalities 23 • 

Theorem 2. Let two sets { 1 }~ , { k} ~ of positive numbers 
n 

be given. The value of K = I: liki is minimum, if 
1 

~ ~ k2 ~ • • • ~ k),_ ' 11 ~12 ~ • • • ~ ln 

or if 

(74) 

(75) 

These condit ions become also necessary in the case of 
strict inequalities in (74) , (75) . 

The validity of t his theorem f or n = 2 i s obvious . For 
. 23 

n > 2 it can be proved by inducti on 

Exampl e. Let us consider two org~zations shown in Fig. 9b 
and 9e and assume that i\1 = i\2 = A3 = A12 = i\23 = i\ > 1. 
In the case of the system 9b we have 11 "' ;>.. < 12 = ?\ 

2 and 
12 = 13 = A 2• Then, accor ding to theorem 2 this organization 
is optimum if ~ ~ ~ ~ k3 • For the same reason the organiza­
tion shown 1h Fig. · .9c becomes optimum if k1 < k2 < k3 • These 
structures become equivalent when ?, = 1 • 

The last example indicates that in order to get best re­
sults it is necessary, apart from optimum control of the pro­
cesses, to reorganize the structure when the quality indexes · 
of the sub-sys.teuis change with tiine . In other words' the higher 
l evel controllers should reorganize the syst em structure if 
o.ecessary. 

Theorem 2 can be used also for synthesis of multilavel 
structures . As an example we assume ·that n controll ers · Ci, · 
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i ~ 1, 2, ••• , · n, and N processes, equiped with local con­
trollers so that they can be completely describ~d by the in­
dexes 

are given. Transmission losses are assumed to be the same for 
each interconnection and A> 1. The maximum amount of pro­
cesses which can be controlled by controllers Ci is ~' i = 
= 1, 2, ••• , n, respectively, and 

~ n 

m1 <; ~ <; ••• <; ~, L mi = N 
i=1 

Besides, we assume that each controller can also optime _e 
one sub-system of controllers and processes. The . problem · . .ln­
sists in determining the best organization of the control lers 
and processes. 

Let as observe that the numbers 

mi 

Ki = L, kj' 
j=~ 

, 
mi = ~-1 + 1, i = 1, 2, ••• , n 

satisfy the condition: K1 .<; ~ <; ••• <; ~, and the 
organizatioD$will give loss coefficients of, the form 
= 1, 2, ••• , n. 

possible 
k 

r.. ' 1: = 
Then, using theorem 2, we can obtain the structure shown in 

Fig. 10, with the quality index 

(?6) 

where li = i\.n-1+\ and 11 > 12 > ••• > ln > 1. 
This organization is optimum in the sense that no allowed 

reorganization (consisting in exchanging processes and sub-sys­
tems) exists which would decrease the values of K given by 
(?6). 

Other examples of synthesis of organizations and some ex-. 2; 
tenssions are given iD Ref. .For example,one . can assume .that 
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the numbers of processes ~ are not fixed and the loss coef­
ficients A 1 are increasing functions of mj_ • In that case 
the optimum number of control-levels depends, generally speak­
ing, on the global number of processes N • 
. As an e~le we can assume Ki = k, Ai =A., i = 1,2, ••• , 

••• , N, N =m = const., and cQmpare the resulting losses for 
the single-level (li) and two-level (111) organizations of the 
type shown in Fig. 9. 

\fe obtain 

When m increases there exists, generally speaking, such a 
number m = m0 that lii < 11 • Let us assume for instance 
A.(m) =· 1 + 6 m, then 

when m > 2/ ( 1 - 6 ) • 
So far it has been assumed t hat the systems under considera­

tion were deterministic and s t ati onary in t~e.However,in many 
systems the coefficients ot O.P.C. as well as the loss coef­
ficients may change at random with t ime as a result of environ­
ment changes, noise, etc . Opt imum control of the sys tems of 
this type becomes more complicated. ~irst of all it is neces­
sar,r t o consider all the perfo~~ce f uncti onals as expected 
values . Then it is expedient to observe the opt imized pro­
cesses iD the past, and utilize the information about the 
process-parameters obtained in this way, f or a bet ter cont r ol­
-action in the tu~e. It is well known that the systems act -
iDg in this fashion are called adapt i ve. Since during the ob­
servations (or in ot her wor ds - identification of the pro­
cesses) one capnot control t he process effectively, t he obser­
vation time should be as short as possible. On the other hand. 
the accuracy of identificat ion i s · an increasi ng function ot ob­
servation time. It is therefore necessary to coordinate the 
identification and control action in such a way that t he r e­
sulting per formance is optimum. This can be done by applying 
the general theory of statist ical decision f unctions. 
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It shoul d be also observed t hat in the adaptive hierarchic 
systems the optimization process should be, generally speaking, 
accompanied by a process of reorganization of system structure. 
The conver gence of these pr ocesses and the stabilization of 
the structure r epres ent difficul t theor etical problems. 

Besi de the r andoo vari ation of processes and structures, in 
n1any l aTge-scale cyberneti c systems one can discover processes 
of s t;ructural evolut ion. I n the industrial and management sys­
tems these processes depend on the scientific and technologic­
e.l pr o!?ress , which creates new production branches. ·. It depends 
also on the capital investments. Evolutionary processes may be 
accompani ed, i n turn, by t he reorganization processes. If, for 
example, it i s necessary in the given branch of industry to 
creat e a new t echnological process, the management may decide 
t o change the existing organization . by· forming new departments 
and appoint new directors. 

One should observe that the simple model of organizati n 
which was deseribed in tne previous sections may be also used 
for investigation of the processes in adaptive and evolution­
ary systems . However, due to limited space we shall not pursue 
these interesting considerations. 
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