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A PREDICTIVE CONTROL SCHEME FOR
DEAD-TIME PROCESSES USING
A LEARNING METHOD OF PROCESS
IDENTIFICATION

M. S. Beck University of Bradford, England.
P. R. Birch University of Bradford, England.
N. E. Gough University of Bradford, England.
A. Plaskowski Research Centre for Automatic

Control in the Chemical Industry, Warsaw.

1. Introduction

The theoretical advantages of predictive control loops for use in
processes possessing large dead-times are well-known. Mathematical
verifications of the effect of dead-time on stability have been given
by Qin Yuan-Xun et all and Choksy? . Oetker? has shown that for a
prescribed state of stability to be obtained with three-term control,
it is necessary to lower the gain to such a degree that control may become
wnsatisfactory. Buckley“ lists several methods for overcoming these
problems and Weiss® has given a comprehensive bibiliography. All theory
seems to point to the use of an accurate model for predicting optimal
control signals in the face of load disturbances. However, the way in
which the model is to be determined and implemented has been a matter of
conjecture. Few successful applications have been reported.

It is the opinion of the authors that, since accurate prediction
requires an on-line computer model, the potential of the model should be
used to the full by the introduction of adaption and optimisation. A
" time domain model is used rather than a frequency domain model for the
following reasons - X
a). There is no need to transform between the time domain and the

frequency domain which is a complex procedure for a high-order model.
b). The time domain model can be completely specified by the impulse

response as discussed in section 4.

This paper describes the vofk which is being carried out at Bradford on

a pilot-scale process controlled by an Argus 40O digital computer.
Predictive control is employed by operatiné the model as faster than

real time and a feedback loop is used to remove the drift in the process
output which is caused by differences between the model and process dynamic
responses. The way in which the model accuracy affects the process response

6

has been shown by Wheater® for four types cf dead-time cormpensaticn.
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Results showed that the sensitivity to model inaccuracy tends to increase
with the adoption of more sophisticated methods of predictive control.
Consequently, experiments are being carried out using a new learning
method of process identification employing pseudo-random sequence
perturbations, so that the model can be periodically updated. A hill-
climbing procedure then optimises the model performance and gives an
optimal control sequence which is blended with the feedback control signal.
Also, optimal feedback control settings are obtained by the use of a
procedure which involves a new method of computing controllability using

the mean square error criterion.

i 2. The Experimental Plant
Figure 1 shows the pilot-scale water heating process which incorporates
the facilities for demonstrating feedback/predictive computer control. This

process is representative of a broad class of industrial processes involving
load disturbances and dead-time, including for example, rotary solids driers?.

Depending on the settings of solenoid valves SV1 and SV2, either hot
or cold water is fed through a section of pipe which constitutes an input
time delay, to a stirred vessel. Here the water is heated by a 3kw
electrical heater and passes along the outlet pipe to drain. The feedback
control loop involves the measurement of the tank temperature T2 using a
thermocouple; the output signal from the computer controls the power to
the heater using phase angle control of two thyristors in inverse parallel
configuration. As mentioned above, time delay in the control loop is a
serious problem on many processes. In order to study this situation
thermocouple T3 is used instead of T2 for control purposes and the section
of pipe after the vessel then constitutes a measurement time delay.

Poor control associated with the dead-time in the feedback control
loop is ameliorated by measuring the load temperature disturbances at Tl
and computing a predictive control signal. This signal is then blended
with the feedback control signal. Load disturbances are produced by
switching the solenoids from a random sequence generator which uses a
novel arrangement of Geiger-Miiller tubes fired by cosmic radiation
(see appendix 1).

In order to measure the dynamic properties of the heater and stirred
vessel without seriously affecting the normal process operation, provision
is made for modulating the heater voltage with a : 1% pseudo random binary
sequence perturbation. A maximum length sequence of length L = 27-1 = 1=T
is generated by a seven stage shift registere. The sequence generator

output is connected to relay RL1l which shortcircuits a resistor

in the heater power supply.
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Knowledge of the input time delay is also necessary for accurate
predictive control. This can be inferred from the water flowrate and
turbine flowmeter F1 is used for this purpose.

3. The Control System
3.1l. Predictive - Exploratory Control
It has been shown earlier by Beck and Gough?’? that effective

disturbance reductions can be achieved using a search technique on a model.

Referring to Figure 2, which shows a block diagram of the process

described in section 2 together with the control system, the principle

features are:

a). The load disturbance, n, is sampled with period T secs.

b). The response of the process is predicted using an impulse response
model which excludes the process dead-time. By omitting the time
delay, a sequence of optimal control signal estimates can be computed &

and held until the time to actuate the control element occurs. In order
to do this, the system response y, is regarded as a linear combination
of the outputs of the process and load transfer functions, Gp and Gl
respectively. For a control signal u the model response is thus:

Y(s) = U(s) GP(s) + N(s) G'(s) 3.1

where upper case letters are used to denote Laplace transform variables.
In fact the transfer functions are not required since the response is
computed using impulse responses, hp and hl. Thus, the response due to
the load disturbance is given by the scalar convolution:

k
yy(kT) = T 'Zon(k'l‘-n'r) h, (nT) 4 3.2

where k is the sampling instant. Experiments have shown that if the
sampling interval T satisfies the inequality T'>10T vhere T, is the dominant
system time constant, then the summation gives an adequate representation
of the system response?

c). A cost function performance criterion, g, is computed based on the
response of the model and m economic or safety requirements of the process,

X which may be time varying:
g=1t E’“‘T""i] si®l,conce,m 3.3

d). A fast search is carried on the model using an iterative decision
algorithm in order to minimise the cost function.

A preliminary simulation of this scheme using a simple cost-function
showedqthat a suitable stepping sequence is:

Wewt g sign (g‘]-g')-l) sign pt 3.4
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where u‘j is the sub-optimal control signal and t\‘i is a variable scaling
factor. As a result, an optimal control sequence u*(o), u*(1),.c.e.,u*(k)
was obtained which minimised the criterion g. Since the control power
is limited in practice u may appear in the cost function and the signal
is also constrained tc lie between the high and low limits

u *(k) € ur(k) € ur(x) 3.5
For a simulation of a first order system, it was found that optimal control
sequence estimates could be computed in an average time of ll.lmsecs and a
maximum time of 24k.9 m sec*using an Argus 40O process control computer?®.
e). The control signal estimates are then stored for the duration of the
input dead-time end blended with the direct feedback control signal. This
trimming action overcomes drift due to mismatch between process and model
characteristics and reduces the effect of unmeasured process disturbances.

3.2. The Feedback Loop
In the work described in this paper, an incremental control signal

is produced using a standard control algorithm, reproduced by permission of

Ferranti Limited, of the form: '
L | 1 ' - ¥ e d
K, [_("k Veer) ¥ Eopo¥i ¥y *+ (0 (K G-y ) UG, 3.6
L 3

where yl'c is the process output at sampling instant k

Uk is the feedback control signal

Ko = 100/P.B
P.B = Proportional band
- m
K, T/J.I
’1‘18 Integral action time constant

Kl = TD/T

TD = Derivative action time

A' = a smoothing constant

- - \ U
7k = (1 =12) Y +A Ye-1 3T
Ug‘_l is the last full value of the derivative term.

In this particular application the derivative term is not used for the
feedforward predictive control scheme, although the 3 term standard routine
would be used with other control loops. The reasons for not using the
derivative term are -

i). Power limitations are included in the feedforward control model

(section 3.1d). Derivative action tends to produce large short -
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term power requirements, which cannot be allowed for in the predictive
control algorithm, and would invalidate the optimising procedure.
ii). In any case there is no real advantage in including derivative action
. in a system where transient errors should be eliminated by feedforward
control.

Acceptable controller settings are determined using a procedure which
computes the normalised integral - square - error criterion ot; process
controllability. By this means the best trimming action of the feedback
loop on the predictive signal is obtained without fear of instability.

This program, Epton and Gough!®?ll, is described in -Appendix 2. The
I.S.E. criterion is set up as a function of process parameters and includes
time delays written as i adé polynomial approximations. Avoidance of the
complex standard integral tables is.achieved by solving the integral in the
general case using a matrix formulation. The criterion is plotted as a
function of proportional, derivative or integral constants ‘and clearly
shows the values of minimum controllability and the .onset of instability.
Figure 3 shows a typical set of controllability curves plotted as a
function of controller gain for a second order process with varying time
delays 12,

k., Process Identification
4,1. Direct Correlation

Process identification has been obtained by .using a pseudo-raniom
binary sequence perturbation and correlating the sequence x with the tank
temperature, (T2),8°13, « The correlation equation is

P
h(mr) = ¢ I y(&)x(k-m) k.
k=kp-.2L e
where h(mt) is the impulse response.
C is a constant.
1= A\/2 = samplipg interval, where A is the basic sequence time interval.
kp is the present sampling instant. ;
The sampling period 1 is chosen as half the basic sequence time interval
in order to satisfy the Nyquist sampling theorem!“.

Figure 4 shows an irpulse response relating changes in heater power
to tank temperature, measured using a e 2% .voltage perturbation and an
integration period of approximately 7 times the major process time
constant.

On-line correlation does present some difficulties since in order to

directly measure the open-locp impulse response the correlation must be
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completed when the feedback control signal is inoperative. In many
processes there are periods of time when the process state is sufficiently
close to the optimal state for the feedback control loop to be disconnected.
Tnis condition can be detected by the computer and the identification
then carried out. Since the predictive control is still in operation
during the identification period, the process state should not deviate
far from the optimal state. If unmeasured process disturbances occur,
the computer can detect the resultant deviation in the process state,
automatically terminate the identification and close the feedback loop.
Experiments are being carried out to implement such a scheme which enables
the computer to decide the most convenient times for system identification.
4.2, The Learning Method of Process Identification

It is thought that more accurate and rapid identification can be

achieved using a method devised by Beck!S5., The essential feeture of
this learning method is to take an initial process model, prepared from
an estimate of the dynamic properties of the process, and to update this

model using experimental data. The updating procedure corrects for
any inadequacies in the initial model and allows periodic updating of the

model. for time-varying processes. A particular advantage is that the
experimental procedure has only to determine part of the process model.
Thus, the signal-to-noise ratio is better than that obtained using a
direct experimental correlation where the whole model must be determined.
Alternatively, a more rapid identification can be achieved for the same
signal-to-noise ratio.

Refer to figure 5. The process has an impulse response h(y) and an
inpus x(t) comprising the normal process signal n(t) and P.R.B.S. test
input xi(t). x(t) is monitored and the initial process model h(y) is
used to compute the respogse a(t) to x(t) using the comvolution

q(t) = J x(t-y) B(y) dy k.2

Y=o
This is expressed as a scalar convolution which involves matrix

multiplication in order to obtain the q vector

Ced = ExJE] . A3
The period of integz-ation'is taken to be

s:f’Tldbtp h.h

where Tp is the process time delay

Tl = dominent time constant of process
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Next, the measured process cutput y(t) is correlated with the model output

q(t) using
(4
P&
g _(8) =

- yv(t) q (t-g)at 4.5

hlp-:

/

t=o0

which agein is achieved digitally by matrix multiplication
® = !] [Q ] L.6
QY - B

Also, the autocorrelation of the model output is given by

g
1
Snd .
¢qq(s)- c J q(t) q(t-Bldt

B[] - Col Cel, o

These correlation functions enable the updating model h(y) to be compensated

9,8 = f n(y) Bog (B-Y) av

or kl:OQY] - [a_'] [.QQ] 6.8

and H is found by matrix inversion using Gaussian elimination.
Finally, the initial model and the updating model are combined to
give the updated model
R

B (v) = B(t) b (y-t)dr

¥
o [8,] =[] "] b9

The above equations (4.3, 4.6, 4.7, 4.8 and 4.9) have been programmed
using & conversational language to e remote computer connected by telephone
lines to the user terminal. A flow-diagram is shown as Appendix 3.

(This method of progremming has been particularly useful for the rapid
development of the program).

Some results of using the learning method for a typical process are
shown in figures 6 and T. A P.R.B.S. test signal of length L = 15 (fig.6a)
was applied to a noise-free process having the impulse response shown in
fig. 6b. Fig. 6c shows the resultant process output. A rough rep-
‘resentation of this process was used as an initial model (fig. 6d).

The program output included the autocorrelation, cross-correlation, and

updating model as well as the final updated model, all shown in fig. 6.



Fig.T shows corresponding results for the same process with spurious
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noise (fig. Te) added to the process output.
The diagrams cleary show that the leaning method has been
successful in forming a reasonably accurate updated model in both the
noise free and noisy cases. Values of a dispersion cofficient (D.C.)
for the appropriate data are shown in table I.

able I.

Performence of Learning Method

Noise Free

With Spurious

R R

Noise
D.C. of process output -2
from noise free value g I.k x I0
D.C. of updated model 4.9 x 1072 2.1 x 1072

from true process
impulse response

Where

& [
Refint ig(xm i (AP
=0

) & [eta)]”

x(i) =Observed values of variable

xt(i) =Trues values of variable

P = Number of observations
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5. Discussion

This paper indicates how some of the new and powerful control
techniques may be applied to a linear process with dead time where
accurate control is essential. The computer storage requirements for
the implementation of the basic scheme using combined feedback/predictive

control and simple correlation identification are approximately as follows:

Predictive control with simple cost function : 2000 words
Feedback control 200
Correlation identification (127 length sequence) 1500

TOTAL 3700 words

Calculation times for an Argus 400 computer are:

e s (average 11.4 m.sec.
Predictive Control ORER R el
Feedback control G.T m.sec.
Correlation Identification 2 seconds whenever an identification

is required

Since many of the routines could be held in a backing store so that
only a small immediate access store is required, the cost of storage will
be quite modest. In addition these routines can be used with a large
number of control.loops since the calculation time per loop is quite small.

The above basic scheme should be satisfactory for many purposes.
However, it is anticipated that a fuller scheme would use a multidimensional
cost function requiring a general minimisation procedure, the learning
method of identification requiring matrix inversion and the integral-square-
error program for determining optimal feedback control settings. The
computer storage and calculation time requirements would then be several
times larger than those of the basic scheme. This type of work is best
suited to a hierarchical computer system and the Bradford University Argus
400 computer is being linked to a large ICT 1909 scientific computing
installation to implement such a scheme. This high-speed data link offers
the facilities of conversational mode and fast data transference between the
computers, using direct stcre access. Hence the Argus 400 will carry out
the basic operations of closed loop control and alarm monitoring and will
interrupt the ICT computer, which will then carry out the higher level
; operations of identification, prediction and optimisatiom.

Acknowledgements
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Appendix 1
The Random Binary Sequence Generator
Figure Al shows a schematic diagram of the random sequence generator.
Two Geiger-Miller tubes are used in a coincidence circuit in such a way that

the instrument only gives an output pulse if cosmic particles strike the
tubes Gl and G2 successively within a certain time, this time being equal
to the time constant of a monostable multivibrator. The output of the
monostable is gated (using a logical NAND) with the signal from the
second tube, G2. By varying the time constant of the monostable, the
average switching rate of the sequence can be varied from 3 - 1500 secs.
The gated signal operates a bistable unit and the output finally switches
a relay.

Tests have been made on the instrument in which the observed frequency
distribution of the sequence was compared with a Poisson distribution. The
goodness of fit was tested using a chi-squared distribution and the results
gave us reason to believe that the distribution follow a Poisson
distribution.

Appendix 2
General Procedure for Evaluating the Controllsbility of Time Delay Feedback
Control Systems!0®!1,

This procedure considers a feedback control system which includes
process and load transfer functions and time delay of any order, together
with a three-term control equation. All the process parameters are fed to
the cbmputer as data and the folloiring operations are carried out in order
to compute the I.S.E. criterions of controllability: ,

a). The error-to-load transfer function H(s) is expressed as the ratio
of two polynomials in complex pulsatance, S. To do this, the process
and load factors are multiplied together. Polynomial multiplication
and addition routines are required. of

b). Time delays are written as Padé polynomial approximations/any order
and these are multiplied into the polynomials, giving the I.S.E. in
the standard form:

J 2 ;
I.5.E. = 1— I I sl l % s
27;
where 3w
H(s) = c(s) /als)
n-1 X n K
for e(s) = ] ¢s and d(s)= ] 4s
k=o k=0

c). Standard tables for high order integrals are not available and hence
a matrix formulation is used to solve the above integral. To do this

the c(s) and d(s) coefficients are built up into two matries, ECJ and
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[D] respectively. Theory shows!0’!l that these matrices are related by

an equation of the form

[e]- (10 ] x
and the value of the nth order integral is given by

I =a

n n-1 /dn A3

whereo is an element of . Hence, the matrix equation A2 is solved

1

using Gaussian elimination in order to findun_ and In may then be found

from equation A3. f

d). This procedure is repeated, incrementing one of the control parameters
and computing Iu until the value goes negative or infinite, indicating
that a region of instability has occurred.

e). L Graphplot routine can be called which plots out the normalised

curves showing the I.S.E. against the control parameter.
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Single-Stage Learning: Program Flowchart
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CONTROL OF SYSTEMS WITH TIME DELAY

by

Gunnar Nielsen, lic. techn.
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1: Introduction.

During the years several methods for the control of
systems with tim= delay have been proposed. Examples are
I, PI and PID control, Smith linear predictor, complementary
feedback and some sampled methods.

In many books and papers the advantages of the more
complicated methods have been claimed, but as far as it is
possible to see from publications, these methods have only
in a very few cases been put to use on actual processes.

In order to find out if this is because of short-
comings of the methods or because of conservatism of the
practical control engineers, it has been undertaken to eval-
uate and compare the different methods on a quantitative
basis? A summary of the findings is given in this paper.

The control of two types of systems has been tested,
the transfer functions being f, = e'Ts/(1+Ts) and
f, = e_Ts/(1+ts)2 respectively. The results are given as
functions of the ratio T/(T+gt), which roughly speaking
is the ratio of the delay T to the system's total lag (T+rT).
For convenience this ratio is named the system's 'relative
delay'. When it is zero the system has no delay, and when
it is one it has delay only.

In order to make the comparisons quantitative, a
performance criterion is used. As will be seen, there are
certain conceptual advantages in choosing the IAE-index, and
besides, it mostly results in good controller settings.
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If the system has the transfer function

-sT 2
f=e /1 (1+s7y) ; C1:1)
i=1
it is possible to evaluate the value I of the IAE-index for
the uncontrolled system with a unit step input. All poles
are real, and the error will then have no zero crossings:

-
[}

0 T 0
at = [ 1 dt 12
jole] t Io at + ITe(t) (1.2)

T o+ I e(t,)dt, t4=t-T
o]

The Laplace transform of e(t1) is

n(1+s7;)-1
e(s) =W (1~3)
and by using the final value theorem:
) o(1+st;)-1
o = 1im .3 i Iy
I="1+ Ioe dty = T + oL sxz =% e 43T, (1.4)

One of the purposes of introducing feedback is to make
the response faster, that is the index value lower. To
measure how well this is obtained, the performance index is
normalized by dividing by the index value of the uncontrolled
system i.e. by T+zti. Normalized index values greater than
one then means that the feedback actually makes the systenm
slower.

2: Ordinary I, PI and PID-control.

a) Reference step changes.

For the systems the controller settings are adjusted
to obtain minimum value of the performance index. Fig. 2.1
shows the values of the normalized index as a function of
the relative delay for the two systems, and the three differ-
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s

ent controllers. The response is well damped except in some
cases for small values of the relative delay.

b) Load step changes.

In the same way we adjust the settings tc minimum index

value and obtain the curves fig. 2.2. The open loop index
value is here infinite, so we normalize by dividing by T+t
as for the reference step change. The load is entering the
process in the frontj if it does enter later, the results
will fall somewhere between figs. 2.1 and 2.2.

It is seen that only minor amounts of delay increases
the index value very much, and for large values of the
relative delay, feedback control actually slows the system
down. )

It is also seen that I-control is poor,'and that the
difference between PI and PID decreases much as the relative
delay increases. If for instance the relative delay is above
75% a PID-controller will only decrease the index by 18% or
less from the value obtained by a PI-controller. This is
true for both reference and load step changes, and it means
that for these processes it is seldom worth while taking
the trouble to tune one more controller mode.

A rather interesting result can be seen from fig. 2.2.
It relates to the curves 1-2, 1-3 and 2-3; it is seen that
for relative delays lower than a certain value, the index
decreases faster than proportional to the relative delay.
This means that a lower index value may be obtained by
increasing the system's time constant(s). The effect is
easier to see when redrawing the curves in another diagram
fig. 2.3. Here the index is not normalized, and as abscissa
is used nt(T=1). In this way the effect on the system of
increasing the lags is immediately seen.

The large improvement obtainable in this way has to
be paid for by a slower control for setpoint changes. As
load changes often are much more important than setpoint
changes, an improvement along these lines may well be worth
considering. It should be noted however, that this method is
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not a special control method, but a modification of the plant
to make it easier to control.

3: Smith predictor.

This was proposed by 0. J. Smith8 in the late 50's. The
method has later been much discussed but few applications
have been publisheds.

The method may best be described with the help of fig.
b 1 I

C(s) is a common controller. It is seen that the scheme
includes a minor feedback loop around the controller. The
transfer function becomes:

-sT -sT -sT
gy r(CHe )+1$$CH (1+CcH(1-e""7)) _ (3-1)

It follows that the predictor removes the term e—ST

from the denominator, thus making faster control possible.
We will first discuss the method for setpoint changes.
The transfer function is then

Apparantly the delay is moved outside the closed loop.
If the controller C is very good the closed loop can be made
infinitely fast, and the value of the index is T as the error
e=r-y will be 1 until the time T and then drop to zero.

This result is shown as a curve in fig. 2.1 marked s.
It is seen that for a relative delay of 1 the improvement
(28% better than PI, 18% better than PID) is useful but not
startling. For lower values of the relative delay the im-
provement is better. For a value of .5 the improvement is
of order 42-57% compared to PI and 31-44% compared to PID
depending on the plant transfer functions. This is con-
tradictory to the general recommendation, that the Smith
predictor is for systems with high relative delays. How-
ever, we have supposed ideal control of the CH-loop, and
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since this cannot be acnieved in practice, the improvements
will be smaller, especially for lower values of the relative
delay.

For load changes things are more complicated as may
be seen from the transfer function
cne'sT)

. (3.3)

y = 1He ST(1 -

However, it can be shown that the minimum index value,
when using an infinitely good C-controller will be T as for
step changes. This value is shown in fig. 2.2. Whereas this
value is the lowest possible for setpoint changes, it is not
so for load changes. This is also seen from fig. 2.2. For low
values of the relative delay, PID, and sometimes even PI-
control, are better, and as we have seen above, if the plant
itself may be modified by adding a large lag, then PID or
PI-control can be made to perform better than the Smith
predictor for all values of the relative delay of the original
system.

It must be concluded that for load changes, the Smith
predictor is of little value. Furthermore it is complicated
to construct, so it is not surprising that it has not been
used much for process control.

If the control loop mainly is exposed to. reference
changes, then the predictor may be of interest. In this case
it is necessary to discuss the realisation of the delay which
is used in the minor loop. If a control computer is used, the
input signal can be stored'during the time T, but this will
require 20-50 memory locatiors to obtain reasonable accuracy.
Another possibility which is acceptable also when using
analog hardware, is to use some finite order transfer function
as an approximation. If a first order Padé approximation is
used, the control will deteriorate somewhat. Generally it has
been found that the control, when adding a pﬁfdictor with
this approximation, did not improve more than when adding
one more controller mode, which is of course much easier
to do.

The second order Padé approximation worked as well as the
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exact delay and should therefore be used.

At the same time as Smith in U.S. proposed the Smith pre-
dictor, Wolman and Giloi in Germany came up with a control
scheme which they named 'Complementary feedback'z’ o It ey
however, easy to transform one of the methods into the other,
and what has been said about the predictor is therefore
applicaple to the complementary feedback too.

4: Sampled data control.

In several places1’4’6’9’10 it has been stated, that
sampled data control may perform better for plants with dead
time than does continuous control. As the introduction of a
sampler generally means that information is lost, this is
surprising, and has to be investigated carefully, before it
is accepted.

The general recommendation is to sample at such a rate,
that the dead time T becomes a multiple of the sampling time
T1, T = mT1. A controller wvhich gives dead beat response to
a step reference input is then constructed. There are now
two approaches. One of them, interrupting control?’9’1o uses
no hold after the sampler which is assumed to close during
the time AT. The plant is here taken to be of first order.
By using correct settings of a PI-controller and a sampling
time equal to T, it is now possible to obtain a response,
where the error is 1 until time T, and then during the time
AT, changes to zero. The index value should then be a little
more than T, or about the same as for the Smith predictor.

It is, however, easy to see the disadvantages of this
method. The control is obtained by short pulses, and accord-
ingly the peak valﬁes are very high. The input has to be a
step and to come immediately before the sampling instent.

If it comes later, the controller does not react until the
next sampling instant, and the index value will be a little
more than 2T, which is not very good. For reference inputs

of other types, and for load inputs the control will general-
ly be poor. For these reasons the méthod is not recommended.
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The other approach is to use a zero-order hold and then
construct a conventional dead-beat controller? In this case
the error is 1 until time T and then changes to zero during
the time T1. The index value w1ll then take on values from
about T + §T1 to about 2T + 2T1 depending on when the step
comes in relation to the sampling instants.

This method can be used for plants of higher order than
one, and the index may be decreased by increasing the value
of m. The method is, however, much dependent on an exact
transfer function of the plant being known. As for the other
method it is constructed for one type of input and performs
badly for other reference inputs and for load inputs in
general.

We must conclude that sampled data controllers only
under very special circumstances give better -control than-
conventional controllers and even then the improvement is
small. They are more complicated and much more semsitive to
plant parameter variations. Sampling should therefore not de-
liberately be introduced in process control equipment, and
where it is unavoidable the sampling rate should be as high
as possible.

5: Feedforward control.

As we can see from the figures 2.1 and 2.2 feedback con-
trol is in many cases worse than no control as far as the
value of the index is concerned. If the load can be measured
it might therefore be advantageous to control mainly by feed-
forward techniques, and then use only a slow and simple feed-
back control to take care of drift, inaccuracies in the feed-
forward components etc. Even for setpoint changes a sort of
feedforward control may have advantages.

In the former chapters the load has been assumed to en-
ter the plant at the input. This is too specific in this
case, and the block diagram is chosen as shown in fig. 5.1.

For reference input signals the transfer function is

-sT )
y=r §F0+G2He (5.1)

1+Hce ST
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We want this to be equal to the theoretical best possible

+ = re 5T, This may be obtained in several ways by fulfilling

the equation

(FC+G)H = 1+HCe ST (5.2)

(]
H

FC+G = % + ce~ 5T (5.3)

A simple choice is F=e 5T  and G=1/H.

A sufficiently good approximation of F is relatively
easy to obtain, and a lead element may be used as an approx-
imation to 1/H. For systems with a high relative delay this
should perform well, compared to any other method, and not
be too complex to instrument. . :

For load changes we use the feedforward compensator B.

In order to cancel the load input completely, it has to be
sT
chosen as B = e a/Ha which is not realisable, but must be

approximated by some kind of lead element. If the dynamics
-sT : -sT
of H,e 8 are fast compared to that of H,e P j.e. if the

load enters in the front end of the plant, this approximation
will give a good result, better than any feedback configuration.
If it is the other way around i.e. the load enters near the

end of the plant, it will be of little value, and a feed-

back scheme may be better.

6: Conclusion.

Several schemes for the control of dead time plants have
been discussed, and to a certain extent, their properties
have been compared. As so many points of view are possible,
it is of course not to be expected, that a list can be given
of the different controllers with a single number measuring
the performance. Only in very broad lines it is possible to
give information concerning the choice of controller for a
Siven application.
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Observing these limitations, several conclusions may,
however, be drawn.

The superiority of sampled data controllers has often
been claim=d, but as it is shown here, this holds only under
very spec:al circumstances with little relevance to practical
problems. In general it can be said that sampling should be
avoided, and if this is impossible, then the sampling rate
should be as high as possible.

The advantages of control schemes like the Smith pre-
dictor or conditional feedforward are also smaller than
generally stated. These schemes are designed for setpoint
changes and do not behave well for load changes.

The performance of conventional controllers is good.
I-control of course is slow, but it will seldom be worth
while using more compliceted control schemes than PI-control.
It should be remembered, that for plants without delay the
improvement in index value when adding a D-term to the con-
troller will often be 2 to 3 times. For delay plants it may
be 20%, and a more complicated control scheme such as f. inst.
the Smith predictor may give another 20%.

For the control of load changes the advantage of adding
a lag to the process should be noted.

Feedforward control relies on a completely different
principle than does feedback control, and comparison is
therefore difficult. When the conditions are right, however,
a very good control may be obtained by this method for both
load and reference inputs. This type of control should be
seriously considered whenever control of plants with high
relative delay is undertaken.
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ATMPOKCHVVPYRUME CUTHYN-OYHKLVM IIPY TIOCTPOER
KBASHONTYMAJBHEX ITI0 BHCTPOINEVICTBII0 YIIPABIAIINX
YCTPO/CTB

. Ar.TyHues

Bucm MalMHHO—-CJICKTPDOTEXHEYECKN HHCTUTYT

Cogust

1.BBEIEHAR

3aiava CHHTE3a ONTHMAJBHOTO IO GHCTPOAEHRCTBHD mpolecca
CBOIMTCA K ONPENEJEHND ONTHMAJBLHOE (PYHRIHH yUIDaBJICHUH, IeoMeT-
PUYECKO# HHTepmpeTandei# KOTOpo# B (a30BOM HPOCTPAHCTBE ABJIAETCH
ONTUMaJbHaA T'UNEPIOBEPXHOCTH NEePEeKADYEHHA, OnTEManbHas QyHKIMA,
NoJAydeHHass B pesyJbTaTe DeleHHsa 3alad¥ CHHTe3a, ABIAETCH, Kak
IIPaBHJIO, CJORHO# HeJuHeHHOR (yHKIMe# (HasoBHX KOOpIMHAT, Todunad
peayusamud ONTUMANLHOE (YHKIME B yupasidmmeM ycTpoiictse / ¥V /
CHCTEMH 3aTpPyIHETEJHHO. TDYHHOCTE B 5TOM HANDABJECHHH CBA3AHH
TJIaBHHM OGpPasoM C T'POMO3AKOCTHD NOCTPOEHHA HEeJMHEAHHX (yHKIHO-
HaJIBHHX mpeodpasoBaTefieh OT HECKOJBKAX HE3aBHCHMHX NEpDEeMEeHHHX,a
Takke C COJIBPNEM YHCJOM mpeodpasoBaTesied M MHOXHTENBHHX 3BEHLEB
HEOOXOIAMHX I TOYHO# peayM3alMy CTPOrO ONTHMAJABHOA THIEpHO -
BEDXHOCTH I€pEeKINYeHH,

OCHOBHHM NOIXOMOM K DENEHHD 33KaYM IOCTPOEHWS KBASHONTH-
MaapHOrO JYY sABiIAeTCA HaXOKNeHWe annpOKCEMUpYNe# runepnoBepx-
HOCTH NepeKipYeHAd B (Ha30BOM OPOCTPaHCTBE, OJM3KOA K CTPOTO
ontEManeHO#, IIpE 2TOM MOAXOXE ANNPOKCHMADYKEHEE (QYHKIMA JOJEHH
OTHOCHTBCA K KJI8CCY YHNOOHHX JIA TEeXHU4YeCKO# peaymsaimy QyHKOmE.
Koneuno, MORHO HCKATh pemeHUEe 3TOH 387aud B KJjacce BCeX CpaBHM-
TEJBHO YHOOHHX JJfA_TEXHMYECKOTO NOCTPOEHES HEJMHEHRHHX QyHKIMM
$asoBHX KOODAMHAT »2 , Hamprvep KBAIpaTHYHHX (QYHKIHE, HEKOTODHX
napaCoJMYecKuX (yHKImit, HeJMHEHAHHX QYHKIEA OIHOK HE38BHCUMOR mne-
DEMEHHOH# # T.X.

Teopud ONTHMANBHHX MPOIECCOB BOSHEKJNA eme B Havane 50-X
TOIOB, HO ee NpakTMieckoe NpUMEHeHWe K MOCTPOEHAW CHCTEM yNpas-
JIEHAS C HEeW3MeHHO#l 9YacTeD TpPeThero HOpANKa K BHIE OKa3aloCh
IOBONBEO 3aTPYIHUTENBHHM, IlyCimkarmy“, OpAMHKamue K BOmpocaM
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anmpoKCAMAUMZA CJOXHO! HeJmHEeAHOX (YHKIMH YUODABJEHHA, HAYa M I[OS-
BJATECA Takke B 50-e TomH. I NOJydeHud TpeOyeMmoil TOIHOCTY IDH-
OmxeHUS K ONTUMENBHOH I'MIEPHOBEDPXHOCTH NEDEKINYEHEA OKa3aloch
HEOOXO[MMEM DacHMDUTE KJIacC ANMPOXCHMEDYKUEX QYHKIMA U YCJICEKHATH
X, HO TOTrJa NPaKTHYeCKOe mOCTpOoeHue JY CT2HOBHTCSA CBA3AHHHM CO
SHAYUTEJNBHHME TPDYZHOCTAMM H HMHOTZ2 BHXOIMT 34 OPElet¥ IeJecoo -
OpasHoii TeXHWYECKO# peasm3aliu.,

llpencTaBnfeT HeCOMHEHHH# HMHTEDEC BBECTH CUJIBHOE OTDaHmYe—
HUe NPHHATHX N4 TEXHAYECKOTO NOCTPOESHYA QYHKIMZ ¥ IMCKATh pelle-
HUe 3gJlaud anmpOKCHMaIWM ONTHMANBHOTO IO CHCTPOLEHCTBZD yIpaB—
JIeHUsI B KJacce JMHEHHHX (QYHKIME ¥ CHTHYM-GYHKIMH JHHEAHHX KOM-—
CuHaimi (a30BHX KOODIMHAT, KOTODHE B HauOOJBule# CTENEeHH OTBC—
YapT TpeCOBaHKY MPOCTOTH TEXHWYECKOI'O BHIIOJHEHEA,

2.9KBUBAJIEHTHHE CUTHYN—~&Y HKLVU .

OnmumamsHas GyHKmEA Lo (Xy,---.Xm), DOnydYernas B pesyabTarte
pelleHNs 3aaul CHHTE32, OTHOCHTCH K ONPENENEeHHOMY XJacCy JKEM-—
DaJIeHTHHX CHHTe3upyrumx Gymkimilc,(x,,...,Xm), XOTODHE 3KBKBa -
JIEHTHH 0O 3HAKY ONTUMAJIBHOY QYHKIMN, TeC.

sigm [U:c; (Xeyeon X)) = sign T xm)] . Vi 9

rme X4,...,Xm =— $230BHE KOODIMHATH CHCTEMH.
POpMMPOBAHZE ONTAMANBHOTC NO CHCTDOMENCTBUI YTMABJLIKIETO
Bosmeficteug Uy () , RoTopoe mocTymaeT Ha BXOX COBEE. ., MOEHO
MpOK3BOIUTh Ha 0aze JnCoft PKBUBANICHTHOH CHHTEe3NDyMiled @YHKIMM,
TaK Kak

Ve (4) = y,si;gn[uca(x,,,.. ,xm)=p,sbgn[uo(xq,- . -Xm)], /2/

rme i - MOXYAB BXOJHOTO YIDABIANIETO BOBEHCTEHA.

Tlporiece ANNPOKCUMAINA ONTHMATIBHOTO YUDEBAANLETO BO3Zel-
CTBUSA MO¥HO IDOE3BOJKTH IDH TOMOWHM SKBMBAJEHTHHX ANIDOKCAMEDYD-
uzx gysrmsi Uga a1 Xm), KOTODHe SKBHBAJEHTHH MO 3HAKy BUODa~
rHin fan peasmparpy GyHErEaM Wps (Xy...,Xm), T.e.

sign ['l,l,m(x,,...,x,m)]= sign [upg v J0 .,xm)].
Ecom B IpONECCe TPUCIMXEeHZs ANIDOKCIMADYWiad (YHKIMA BHCpaHa B

BUJIe DKBUBAJICHTHOR QYHKIUA 'Ll;aa(x,,...,-xm), 70 IOCTATOYHO [OCTPOETH
B YY oKBUBAJEHTHYD IO 3HAKY DEaMSYHUYyD GYHKIND, YTOCH 06eC—

/3/
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MEYNTs INEHTHYHOCTH BXOIHOTO YNPABAANIETO BO3LEACTBHA, T8k KAk
Uy (b) = psign [UIpa(X1,...,xm)]= fbsban[uo,atxu---,xm)]' /4/

OKBMBAJCHTHHE aNUPOKCHMUDYWUKME (HYHKIME HEOCXOIUMM IJIS
npornecca NpuCIMKEHUs, HO OHM He DEasm3yRTCH. JJ KBasHONTUMAND -
HO# CHCTEMH peaJm3yeTCd IpY NOMOLY NPOCTHX M YHOCHHX IJIf TEXHHE-
YECKOT0 MOCTPOEHUS PYHKIH, NOCPEICTBOM KOTODHX CHHTE3MDOBaHA
OKBUBajJeHTHAR peaymsymias yHRIEA Wps(X,,..., Xm). B KauecTse GyHK-
MM, IPHHATHX IJA TEeXHNIECKOT'O BHIOOJHEHUA,. PACCMOTDEM JUHEHHHE
PYHKIMHA (Pa30BHX KOODIHHAT

WL(X1,...,Xm)=CHX1‘f'Ci‘zxz*'"'+C(,mxm+C(,o /5/

(b= 4.2,...,1)
A CUTHYM—~GYHKIMM OT JMHEHHHX KOMOMHaIM# WOOpIUHAT. [IpH CHHTE3e
peaym3ynmell QYHEIMA MOXHO INDOM3BONUTH ONEpalyy, KOTOpHE TOXEe
0TBeYanT TpeCOBAHWD MPOCTOTH TEXHWYECKOT'O BHIOJHEHWA, HaIpUMED
cyMva CHTHYM-(GYHKIWMii, NPOU3BEICHWE CUTHYyM—PYHKUHME, cyMma JuHeH-
HO#f (yHKIMHM ¥ CHIHYM—GYHKIME, NPOU3BENeHNEe JUHEHHOR QyHKImMM Ha
CHTHyM—(PyHKIMND,

YnpaBjieHne, ONpejieJieHHOEe MOCPeICTBOM CUTHYM—(JYHKIEH OT

CYMMH CHUTHYM—GYHKIVA JUHE#HO# KOMOWHalMM KOODIMHAT Wy ¥ JHHEH-
HO# (yHKIMHE W, , T.€

'U/Z(x,,...,xm)= }Lsiz%n[uzpa (X, Xam) = b s'lxan[sbgn W, (g,.... X )+ wz(x,,...,x,,J]/e /

eTCH SKBABAJCHTHHM "KBaEpaTHYHHM" yIpaBJeHUEM, & HMEHHO:
'lL (xy,... xm) }Lsugn[w,(xm xm)+lw1(x1, xm)|Wz(X.. Xm)]=

- usign [Was (co., xm]- i
IleHCTBPITe.gLHO, JIETKO IOKasaTh, 4TO
siqn Weoa [y} s o) = sbgn[s Wi (Xqyooo ) Xem) + Wo (X4, )]=
-su%n[w,(xh xm)+|m(x1, xm)lwz(x,, xm)]= /8/

o 5“%"' ru'a,a 0

7.6, SKBHBaJICHTHAd anmpoKCUMUpymmas GyHKIuA u’Qg(x‘h .Xm\co.n;epxn'r
NpousBefieHe JMHEHHHX @yHKIUT, & CAeNoBaTeJBHO I KBaNpaTHYHHE
YieHH (Ja30BHX KOOpIMHAT. liajee Takxe MOXHO ONPENEMTEH ApyTue
(HOPMH DKBUBAJEHTHOTO "KBAIPATHYHOTO" YNpaBJCHUA MpU  IIOMOIR
CYMMH JBYX CUIHYM~(yHKIHH MM NpPOU3BEeleHne JuHejHO# (PyHKIMH Ha

CHTHYM—~pYHKIE D,
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3. AIMPOKCUMUPYIINE SKBUBAJEHTHHE CHI'HYNi—3YHKIMA

2

Ammpoxcmvmpymmas gyrkma Wy, (K4,..., Xm) B gopwe /8/aBaserca
OIHO! W3 BOSMOXHHX (OpM AITPOKCHMEDYNUEX SKBABAJNEHTHHX CHI'HYM-
(QYHKIEZ BTOpPOT'O NOPANKA,. [IpEH NOMOMH NOCHENOBATENBHOCTH TpeX
CHTHYM—(yHKIAZ OT JMHEHHHX KOMOMHAIME KOOPIHAT MOXHO HOJyATH
9KBABAJICHTHYD alNPOKCHAMADYHIYD q)ymnmnu (X, Y Xm) B BRAIE NOJM-
HOM& TPEeTHEero NopHfKa., TakEe MOKHO ONDEeNeAMTDH yOpaBJjdumee BO3-
IeficTBAe B BHLE CHTHYM—(yHKIMH OT CYMMH Tpex cnrm-q;ymumn bt
7,1, ANIPOKCAMADYIMAsA SKBHBAJCHTHASA @ynmmsum(xq, ., Xm) COIEpXnT
OpOM3BENEHNA TpeX JMHEHHHX fyHKIW# E TakuM OoOpasoM yIpaBJeHHe
ompeneJieHEOe 3To# (yHRIMe# ABAAeTCA SKBABAJCHTHHEM "KyOHYHHM"
ynpaBreHreM, [ONydeHHHE peSyJBTATH NOCDENCTBOM HECKOJBKAX CHIHyM-
QYEKOHEE OT JMHEAHHX (YHKIMA KOODIMHAT MOXHO OCOCNUTE C LEJBLD
NOJydeHUs BHPAXEHAR anNmpOKCEMEDPYHIMX (yHKIM#E, KOTOPHE SKBUBAJIEET-—
HH O 3HaKy peayusymmuM JyHKIMAM B Kjacce JHHEAHHX QyHKIME =
CHTHYM—-(QYHKIMA JMHEHHHX KOMOMHaImi KOODZHAT,

Eco ammpoxcmaspymmast gyrkmus Uy, (X,,..,Xm), ompenesena B
BHLE aunpoxcmmpynnem CHTHYM-IIOJMHOMA TU -T'O NOpAIKA

G (X.‘, x-m) X QJ(X‘I) Xm) /9/
rIe 4

G CeayensXm) = W) (.. xm)| z g-b(xq,---,xm)l, /10/
T.C, 93("*----,"«') ~ PARX CHTHYM—~(YyHKIME JUHEAHHX KOMOMHAIA#

KOODIMHAT W; (x., Xm) s @ MMEHHO:
3 (X1, xm)‘w(x1) m)}

32("17 ) Xm) = Wy (Xq,... Xm)l31(xn xm)‘
(33(x.,...,xm) =W (x,,..., xm)‘g,(x,,...,xm)+%,(x,,...,xm)|

A T.I. , TO CymecTByeT B KJjacce JMHEHHHX (QYHKIMHA ¥ CUIHyM—{HyHK—
ik JUHeHHHX KOMOMHAIME KOODIMHAT SKBHBAJIEHTHAd peausyras

HyHRIMA
upa(x,,...,xm)=sbgn{si%n[sign...sign(sigan(x,,...,xmn /11/

+ %(xl) ) xm))* .-t wﬂ-z (xd)"'r xm)]+ wn-1(x‘p"'!x11l)]+ wn(xn"-vxm))
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KOTOpad YJIOBJIéTBOpEeT 3aBHCHMOCTH
n
sign Ug, (y,..., Xm) = sign G (... X = SUT Wps (Xy,...., Xon). /12/

MOXHO NOKa3aTh CNPaBefAMBOCTE BHCKA3aHHOM BHIIE TEODEMH 00

OKBIBAJCHTHOM YUDEBJEHAH, €CJH SaMCaTh HOMMHOM (y {Xy, s, X
Buna /9/ B paanepnyroﬁ dopme:
i g (;(x,. o)+ Waleyo X )| G Gty o[-
/13/

+ Wi Xy, xm)lG. (X1, ,xm)|+ -+ Wn (X,,... Xm)‘G(X«. Xm)|

loymHOM | -rO mOpAIKa moiydaerTcs or moummoMa (i-1) -ro mopamka
OyTéM YMHOXKEHEA Ha KyCOUHO-—JIMHEHHYD {yHKIHD, & HMEHHO:

b b it T
G e Xyl ooyt xmisi,gnG (x,,...,xm)][wi(x,,...,xmﬁagnﬁ (x,,...,xmﬂ'n/
B COOTBETCTBHE ¢ STHM CBOACTBOM (3 ~IOJMHOMOB MOXHO SamMCaTE
3aBUCEMOCTH JAA 3HaKa U -I'0 NOJHMHOMA: ;
v v X
sign G (e, Xpm) = si%n[stgn B (Xq, ..oy X F Wi, (Xeyens, x.m)]. /15/
[lp¥MEeHeH:M TNOCJEIHOD PEKYPPEHTHYD 3aBHCHMOCTH LAA HEKO-
TOPHX 3Haqermﬁ [OpAIXa NMOIMHOMA, naupmaep,
=3, sugn G Xy s X o) = sugn[sanG(xh Xm) + Wy (Xy, ... xm)]s
-szgn[suan(s‘gnw,(x,, Kem) + W, (X,,... xm)+ W3 Xy, - ,Xm)] /168/

(, =4 sugn C. (ot 4 0m )= su}n[sqn(i (X4y 000y Xam) + Wi [ Xq, o0 xm)]
su&n G 65, Xn )= su}n[sugn [suqn(sugn Wi (X4, ) Xam )4+
+ W, (x1,...‘xm))+ w3(x,,,..,xm)] + Wy X4y xm)] B T.X.

TaxuMm 0Cpa3oM, NyTeM HHIMKAIMA LAA ( =T NOAyYaeTCA BHpame-
mie /II/, TpH TOMOWE KOTOPOTO ONpEeAAETCH SHAK AUNDOKCEME-
pyazero momEoMa G (Xyy..,Xem)e

Seay anmpOKCHMEDYONYD JYHKIMD uaa(x1, xm), OIIp €T e/ T
B Bmxe cnrxym—nomoua

G (Xh xm) z G (x1, xm)l 18 G (Xh Xm) I Vav/i
rne J#-l':
.G(xﬁ'--,xm)s,z 3L(X1,...,Xm),
= L=‘
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TO CymecTByeT B KJacce JMHEWHHX QYHKIMA ¥ CETHYM~AYHKINZ JMHEi-
HHX KOMCMHAIMH KOODIMHAT SKBUBSJEHTHAA peaymsymuas fyHEINA

Ubps (X4y--, Xm)= SIGTL WA (X Xom) + i (sign wi (xy,...,Xm) +
+w2(x,,...,xm))+sign[si%n (s'ugnwf b enpnt g ) w‘z(x,,...,xm));

+ Wy (xq..0y Xm )|+ sign { sign |sigm(sigm Wi (xy, -, Xan) + Wy (X4, .., X))+
(0 X))+ sign {sigre [sign (sig o)

+W; (Xq,...,Xm)]+ Wy (X1,.--,Xm)}+ 47, g
+ s'uan[suan {su}n [sign sl%n,(si,gnw, (X4y o Xt ) Wz(x1,..-,xm)>+
+---+ W'n_z(xn... ,xm)]+ Wn-4 (Xh.--,X-m)} + Wn (X, ’XM)} :
n

3HaK MNOJHHOMA G z(x"""xm) COXpaHdeTCd IpH YMHORKEHUN
Ha ONpEJIeNeHHO NOJOXATENBHOE BHDAKEHHE M MOXHO 3&IMICATH!
sign Gy (xs,...,xm) = sign § ;

[Ti G.c(x1 By ,
- T A ) ¢
n i n Xay000 Xm,

. ) T ‘ (o soocik )H =2
[Lzﬂ G( Ayeoey m) ‘]’;l‘. G 4yeee)®m =1 |GL{X’|1"-,xm)l
Taxum odpagpu no.;rﬁgefrcz BHpaxeHue IJiA 3HakKa aNmpOKCHLIIDYIEero
TOJHMEOMA G)._(xh...,x.m) :

sign GZ . ):'l_; suan Gb(x,,...,xm). /20/

Ha Gase perRyppeHTHO# 3aBucumocTé /I5/ HONYYEOTCH Deasd-
3yWAe CHTHyM-—HyHKIAA:
v
s'uan G(x4,...,xm)= s‘ugn[sb%n[sl%n si,%n (s'u'amw' gl S )

+ Wy (X4, Xm))+ SR Wiy (Xh---;xm)]'*‘ Wi (Xh"'lxm)j » i
(i=4,2,...,m)
Tocsie wAC TaHOBKK B BHpaxermu /20/ CHTHyM~(yHKImME /2I/ 1ia pas-
JMYHHX 3Hademm#t | -, moyydaercs (GOpMyJaa SKBABAICHTHON DEATHSYD-
meit gynrumi /I8/., Taxum 06pasoM OGOGWEHMT Teopena 06 BKBIBANEHT-

HOM YIOpaBJEeHHH IOKa3aHa.

4, TOCTPOEHME HEKOTOPHX KBASHOITVMAJDHHX YIIPARTIZITIX
YCTPOACTB ITPH TONOUM SKBHBAJEHTHHX CUTHY~3YHKIL

Ilocne TOro Kak Ompe JejeHH HEKOTOpHE KJaCCH aIIPOXCHMIDYI-
IuX QYyHKOUE, SKBUBaJEHTHHE IO 3HAKY BHODAHHHM [JIA DEai3alpll
QYHKIMAM, MORET OHTPH DelleHa 38radya MOCTPOEHHS CTPYKTYDH KBaSH-
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ONTUMaJBHOTO Y¥, CymHOCTP LIPOIENAHHHX ONEpAIMit COCTOMT B onpe-
JieJIeHVY BHIA aNNDOKCHMUDYNIMX (YHKIMA, KOTODHE SKBMBAJEHTHH IO
3HAKy peayMsymuuM (QyHKIUAM, OOCTPOEHHHM IPH TOMOWM JHMHEHHHX
dyHKIME B CHTHyM~(yHKLME KOOpIMHAT. l[pnGopHas peaymsamusa Y¥
CHCTEMH Ha (A3€ BHpaXeHMA TUNA JMHEHHHX QYHKIME KOODIMHAT IOC—
TUI'aeTCA B CXeMe BEeCEMa IPOCTO; JErKO TaKke Deajum30BATH CHATHYM-
GYHKIMA JMHEHHHX KOMOMHAIM# KOODIMHAT NpK IIOMOWM DEJEHHHX SJe-
MEHTOB. n

AnmpoxcuMupymmaM nomEOMOM () (Xy,...,Xm) B BEIe /9/ ompeme-
JAeTcA SKBEBaJEHTHad peaymaymmasd GyHKiMA B fopme /II/ u mpu ee
TIOMOLH peaJusyeTCs SKBABANCHTHOE YNpaBJdAKNee BO3IEiCTBHE HOCDEl-—
CTBOM HOCJIEOBATENBHOCTH n CUTHYM—(QYHKIM OT CyMM CHTHyM-
JYHKIMZ ¥ JMHEAHHX KOMOMHaimi @asoOBHX KOODAMHAT CHUCTEMH,CTDYRTY=
pa ¥Y, NOCTPOEHHOTO HA Ga3e SKBHBANGHTHOE peaymsymuedl (yHKIME
/11/, norasana Ha puc.I.

Bo3MOEHOCTH IpeoCpasoBaHWA SKBEBAJCHTHHX DeaJM3yRI¥X
CTPYKTYp HeucuUepnaeMH, X DTHEM IyTeM MOXHO DacmépATE KJIACC aNlpOK—
CUMMDYIIEX (YHKIUMH, JKBABAIEHTHHMI IO 3HAKy NpeoCpa3OBaHMAMA
MOXHO MOIM@QUIMDOBATH SKBABAJECHTHHE AUNPOKCAMUDYNUHE JyHKIMA K
OpUOJMRATS X K BHIY SKBHBaJCHTHHX CUHTESHDYMNMX @yHKIm#, Ilo-
clelHde (YHKOWE NPUHALJIEXAT K KJIAcCy ONTEMANBHOR (YyHRIMHE E AB—
JAeTCS TOXe ONTEMAJABHEMA (YHKIUAME NEepeRIndeHus, Tak Kok, Haing
OIHY M3 9THX (QYHKIMi, MOXHO DeayM30BaTh NpH €€ IOMDUH CTPOr'0 Ol=
TUMaJbHOE yUpaBieHue, KOHeYHO, ONTUMAJILHOE yNpaBjieHne ABJAeTCS
€I HCTBEHHHM, HO CHHTE3UpYIIHe ero (YHKIUU COCTaBAADT MHOEECTBO,
9TO MHORECTBO fABJAETCH OECKOHEYHHM, NOCKOJBKY HEOIDAHHYEHHO MO~
HO IpeolpasoBaTh OFHY QYHKIED B JPYTYD, 3KBHBAJICHTHYD IO SHaKy.

CyTs HOCJENHEX ONepal|it 3aKaoYaeTCA B TOM, 4YTO IPH IOMOUM
TNOJYYEHHHX SKBHBAJEHTHHX ANNDOKCUMUDYIUMX @YHKIMA MOXHO HOCTPOHTH
SKBHBaJeHTHOe YV CHCTeMH, KOTOpOe MMeeT CoJiee IpOCTYD CTPYKTYDY
IJIA 1IeJM TEeXHWYEeCKOT'0 NOCTPOeHUfs JIOCTATOYHO JCyD SKBHBaJICHT -
HYD CHHTESHDYWIYyD JYHKIMDO NpeICTaBATE B KOHEUHOX gopme, ompeme-
JAeMoil PACCMOTDEeHHHMM ANNPOKCHMUDYIUMMI TOJMHOMaME, YTOCH pea -
J30BaTh ONTUMAILHOE YNDABJECHHNE NOCPEICTBOM IPEHATHX A TEXHH—
YECKOTO NOCTPOEHHA (QYHKIMIA,.

CtpykTypa YY CHCTEMH OIpefiesdeTcs BHOODOM THNA SKBHBAJEHT-
HOT'O AmNpPOKCEMADYKIEr0 NOJMMHOME, B 3aBUCHMOCTH OT CJOXRHOCTHA X
TUIIA MOIeJH HEH3MEeHHOI JacTh CHCTEMH YIPABJIEHHA ONPENeJAeTCS EHI
aNNpPOKCYMIPYIyFX MyEKmii, IIp¥ IOMOLE aNIpORCHMEDYKMX GYHKImE B
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sune /I7/ moJyueHa SKBHBAJCHTHAA peajmsymnad CTPYKTypa B fopme
/18/, KOTOpaf COCTOMT U3 IOCJENOBATENBHO-TIADAIENEHON0 COEIHHe-
HAA peJefiHHX DJIEMEHTOB, JTO IOYTM He YCJORHAT CTPYKRTYpYy J¥ mO
CpaBHEHND CC cXemo#, Y¥, IOKa3aHHO# Ha DHC. I.

TpeCyemad TOYHOCTH NPUCAMKEHHA ONDE NENfAeT NODANOK DKBABA~
JIEHTHOTO aNMpOKCHMHDYRIETO NOJKHOMA, COIrJacHO yTBEDEIEHAAM Dac—
CMOTDEHHHX TEOpEM, UHCJO SJIEMEHTOB ¥Y ONpEeHeJeHO MODSAINKOM 5TOTO
MOJIMHOMA, BOSMORHH JNOHE NMPUCJMXEHHA IyTeM YBEJUYEHUS WIEHOB
ANNPOKCAMUDYKNIEIO IIOJMHOMa X COOTBETCTBEHHO IOGABJIEHUSA HOBHX
3BEHBEB B CTPYKTYpHO# cxeme YY, Takum oOpazoMm 3azava CHHTE3a
CTPYKTYPH KBasHONTEMaJBHOTO YY CBOIMTCA K 3ajavye BHOODA HaMIyY-
mero BUfa IUIT Opolecca amNMpOKCEMAIuM BHPaXeHHA B KJacCe SKBHBa-
JIEHTHHX aNNMpOKCYMUDYIUMX (YHKIMA ¥ ONpeleNeHHs ero fOpMH B 3aBH ~
CHMOCTE OT Tpelyemo#i TOYHOCTH NDPUOJEREHUS K CTDOTO ONTAMAJBHOMY IpO-
neccy.PaccMaTpHBaeMHe anmpOKCHEMADYHU@E (G -mommoMH, onpereye-
HEHe B Buge /9/ m /I7/, BHpDaRawTCA NMDPE IOMOWM JUHEHHHX KOMOKHA~
muft KoopmHAT Wi (Xy,...,Xm) JIKEEBANICHTHHE DEAJASYHUUE (YHKIMH,
OnpeneJieHHHe COOTBETCTBEHHO B fopme /II/ m /I8/, BHpaxawTcA
TaKke MpY NOMOUM JMHEHHHX KOMOEHaimm# KOoOopIuHAT. CymecTBEHHO TO
06CTOATENBCTBO, UYTO DKBHBAJCHTHHE (YHKIMH COIEpRaT Te Xe CamHe
JmHefinHe KomOmEamuu Wi (X4,...,Xm) ,KOTOpHE EMENTCA B COOTBETCTBYW-
OUX UM aNMpOKCEMUDPYHIMX NOJMHOMax, IlocienHee CBOHCTBO DacCMATDHw
BaeMHX SKBUBAJICHTHHX (YHKIME yOpaBiIeHUd JaeT BOSMOXKHOCTE DEIMTH
3g7a9y 00 OmpelesieHud IapameTpoB YY KBasMONTHMANBHOK CHCTEMH B
IIPOIIeCCe anmpOKCAMaImy, Je#CTBATENBHO, IAA ONpe AeJeHHs JHHEHHHX
QYHKIMA X CUTHyM-~PYHKIMI, OpH ODOMOWM KOTODHX HOCTDOEHH SKBUBANECHTw
HHe peaJmsupyuure (yHKOEA, HYEHO JMINE HafiTH KOB(PEIMEHTH B JHMHEel-
HHX (YHKIMAX (PAsOBHX KOOpPAMHAT., TakuM o0pazoM 3amaya CHHTE3a INam
PamMeTpOB KBa3HONTHMANBHOTO YY CBOIMTCA K HaXOXIEHMO B mpolecce
annpoKCYMalld, COTJIACHO NPUHATOMY KDUTEDHD NPUCIMKEHHS, HEH3BECT-
HHX KOB(HJUIMEHTOB B JMHEHHHX QYHKIMAX KOODHHHAT,

Ilpn pemenmn 3gmeum ONpe JeJEHUA IMApaMeTPOB KBa3HONTUMAILHOI'O
YY, aHa/MTHYECKOe BHpaxeHue ONTUMAJBHO! (YHKIME yIOpaBJeHUA pac-
KJarHBaeTcd B PAN, [Iocse OmEHKE OCTATOYHOTO WieHa pAXa MOXHO C
JNn0o# 3alaHHO% TOYHOCTHO BHPA3HUTH ONTEMEJIBHYD (YHKIMD KOHCYHHM
YHCJIOM WIEHOB Dfla, HampuMep 1 WIEHOB:

UKo X} =W+ U@ 0 U 0 W o
e m) (o) 0X1 X1+ axz Xz + axb X3+ /22/




& 4 au(o! 0 oW @, ° 0WU) o0
+L-Z-4 “[ X +_x2+_x3 -x5+ N /22/

0
THe X, =Xi-Xio, (i=4,2,..,m);

Uiy = U (x4, X, X3,--) | KemXeo ; Dbt bty ) | xpexy,
() HP21 %3 ] )
X2=x30 ' 0X, X, XXy o,
X3 = X30 X3=X30 .

a NOKasaTeJV CTENeHH, B x'dTbi)yn BOSBOJATCA BHpDAkeHWA, CTOMLHE B
CKOOKaxX, MMENT CHUMBOJMYECKHH CMHCJ IJIA ONpemeJieHHA NOpANKa Ipo-
U3BONHHX, Jlajee NMpE NOMONM JDOO# CACTEMH BCIOMOTATENBHHX (yHKIMi,
ONpeNiejIeHHO# DPacCMOTpPEHHHMM TeOpeMamy, MOXHO 3amicaTh BAZ amnmpo-
KCAMMDYHUETO DOJMHOMA M «I'0 NOpAIRa, Hampumep, B KavyecTBe TaKO-
IO NOJMHOMa NOCDENCTBOM (HyHKImAH 93 (X4y+++yXm) B BEmE /I0/ MOEHO
3amicaTh ANNPOKCUMADYKUMA CHTEYM-NOJMHOM M -I'0 NOpARKa B
caenymueir gopme:

Gn(x‘l. ooy X ) =Wy (Xgye sy Xom ) + WZ(X"'""X"")lw‘(x"""x'") l ' '
“ /28/
A wn(xﬁ,,_,xm)‘j‘a%j()(q,...,x‘m)l- ;

HeusBecTHHe KOBHIMIMEHTH O.,j B JMHe#HHX KOMOHHAIMAX w;(xﬁ...,xm)
BXOZAuYe B /23/, MORHO ONPENENATH JDCHMA CYmECTBYXMHEMA METONAMHE.
B YacTHOCTH, 5TO ONpeENeJeHAe MOKHO CHeJaTh OyTeM IPHDABHEBAHMA
KOS(MIMEHTOB NPX ONMHAKOBHX CTENEHAX B BHpaxeHHH /22/ H B BHDaw
®KCHHZ /23/ moclie HaIMCAEWA €ro B Pa3BepHyTO# fopMe IO CTENEeHAM
$a30BHX KOODIHMHAT,

I19 mANCTpAIMK NpUMEHEHHS STOTO MeTOL2 CHHTE3a KBasHONTH-
MaJabHOTO YV DacCMOTpEH NpHMED CHECTEMH TPETHETO IODANKA, HEHMSMEH-
Had 49acTh KOTODOfi COCTOMT H3 IOCAENOBATENHHOTO COEIMHEHAA IBYX
ameprOIUYeCKEX 3BEHBEB /MOCTORHHHe BpemeEm: I, = 0,0625,T,=0,I34S;
nepemaTounye KospiumienTH: K= k,= I / ¥ OZHOTO UHTETDEPYMETO
sesa / T3 = 0,007S /. B KauecTBe ANNPORCEMEDYMETO NOIUHOMA
IPUHAT CHIHYM-IOJMHOM

Gz(xg,’(z,)(z,)‘ P’{ [C,” X4 + C12 Xy + CBX3] +

: /24/
+ 61 [Cﬁ X1 o Cnxz + C‘B X3] [CM X, - o sz XZ 2l CZ?"Xs] .
TIe 61 = Si%’rb U/{(Xth,x)) = Sl’%n [cﬂ X4+ C42x2 + C13X,] .

lieTomoM SXEBMBANEHTHHX CHIHYM—QYHKI# ONpeZiesieHa camad mpocTas
CTPYKTyDa KBERHONTIMANBLHOTO VY B BULE MOCAENOBATEMBHOTO COeM -
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HeHusd JIBYX DeJIeHHHX BJEMEeHTOB, NCXa3aHHAA Ha DHC,2.

AHaJMTHIECKYUM IyTeM MOJY4YEHO BDPEMA CTPOTO ONTHMAJIBHOTO
Iporecca Opy mofade Ha BXOX CHCTeMH eNMEHYHOE GyHKImu,. [ocie
peasm3aliy yKas3aHHO# CTPYKTYPH KBasUONTEMAJIBHOTO JY Ha MOIEJH
T0Jiy9eHO Bpemd NEPEexXOomHOr'c Ipolecca, KOTOpOe OTKJIOHAETCA Ha
22% OT BPEMEHE CTDPOT'O ONTUMANBHOT'O Ipomecca, KOHeUHO, MOZHO IIo-
CTPOMTR YV ODE IOMOWK T, DPEJeHHHX SJIEMEHTOB M DTHM IOBHCHTH
IODANOK ANNPOKCEMADYIMETO G ~IOJIMHOMA, & TaKXke M TOYHOCTH Ipi-
OJmxeHNS K ONTUMAJIEHOMY IIPOLIECCY .

PaccmoTpeH Takgke OpUMED CHHTE3a IPYI'Oif CECTSMH TPETHETO
TOpANKE, HEWSMEHHAsA JacTh KOTOPOi COCTOMT M3 NOCHENOBATENBHOTO
COGIMHEHAA TPeX UHTETPUPYMIAX 3BEHBEB / Ty =T,=T3=15 /.

CrpyrTypa YY paccMaTpEBaeMo# CHCTEMH COBIaIaeT CO CTDPYKTYpOi
n300paxeHHO# Ha PUC, 2, I'le OTMEYEHH KO3NHIUINEHTH C,',J' JHiHeT -
HHX KOMOHHAIm# KOOpIMHAT Wi /X, , Xp 4 X3 /+ AHAIMTHYECKUM

MyTeM OIpeneJeHH KOSHiuIMeHTH CLJ JUHEHHHX KOMOMHAIM# KOOpIUHAT,

a IMEHHO: a u,(o)
A OX .
Cy = - L R e Cos = au:ro; :
B"U.(o BX1
. /25/
Cm= aal'j(w(o) . C?l: Cm_61 ; sz JZ—L_
2
an azu.(o)

e
AL e L ‘ 0X3 .
Cpy= -5(5—"1 i Cz=Cas 645 Cza W

OnTumMaspHHA NEepeXONHHR NMponecc IpyM Nojade Ha g’}(con CHCTEMH eIli=—
HAYHOH{ (QYHRUMM MOKasaH Ha puC. 33, ONHTH MPOU3BEIEHHHE Ha 10—
IeJH, TMOCTPOEHHO# mo cxeme YY M30CDAXEHHOHX HA DHC.R K KO-
LMeHTaMi Ci/j , ONpENeJeHHHMI B IEepBOM NPUOIMEEHMY GOpMyJIana
/25/, nasum ycHmemHHE DesyJAbTaTH, JJad TOTO 4TOCH NOCUTHECHA Cosee
xopome#t HOpMH MEPEXOFHOTQ mporecca CHIO NPOZ3BENIEHO HEIOTODPOE
U3MEeHeHne KoshiuimeHTa C22 » KBasuonTUMaNBHH{ NIPONECC NOJyde-
HHji MyTeM anmpoKcuMamu: Ipy momomu momueoma b (X4,X2,X3) 1 pea-
JU3alliA Ha MOIEJM SKBHBAJICHTHOX CUTHYM—(DYHKIMU, IICKa38H Ha DHC.
30. BumHO, YTO KBA3UONTNMAJBHHH IPOLECC HO OHCTPOLEHCTBHN IDaX-—
THYECKX He OTMYaeTCA OT ONTUMAJBHOTO Ipomecca, AHAINTAYESCKUM
CIocoCdoM ONIpeNesieHO BpeMA ONTUMAJBHOT'O Ipollecca NP PasJMYHHX
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HaYaJIbHHX OTKJIOHEHMAX NO OmuOKe., [IpM IBYKDPaTHOM H3MEHEHAN HAaYali—
HOrO ycxomusi 0T I00Z mo 200% OTHJIOHEHEE OT ONTHMAJBHOTO BDEMEHH
He Gomsme 60%. CucTema pacoTaeT yHOBICTBODATENRHO B IPX JECATH-
KpaTHOM HSMEHEHWE HaYaJbHHX YCJOBHH, a EMEHHO B Ipxamas’oHe OT 25%
To 250% HOMAHEJNBHOTO CKAYKOOCPAsHOTO CHTHaNa, I TOrIa OTKIOHEHZe
BpPEMEHY KBaSHONTHMAJBHOT'O HpOIecca OT ONTEMAABHOTO HPH COOTBET-
CTBYNIUX HAYaNBHHX YCJOBMAX He mpeBocxomuT &0%. llepexommuit mpo-
I[eCC KBasMONTHMAJHHO# CHCTEMH IDH JHEHEeAHOM BXOJNHOM CHI'HAJE NOKa—
SaH Ha DHC,.3B, BHFHO, 9YTO KBasHONTHMAJbHHI IPONECC NOYTH HE OT-
JYaeTCA OT ONTUMAJBHOTO nponecca, I[IpA BXOXHOM CHTHAJNE B BHJE
napaGoJH BTOPO# CTENeHW NEPEXOMHHH NMpPONecC B KBaSHONTEMANHHON
CHCTeMe TaKxe YIOBJETBODHTENBHO NPHC/MERAETCA K ONTHMAJIBHOMY IO~
neccy. Bce aTH SKRCHepMMEHTaNBHHE De3yAbTATH, HDY DASJMYHHX
Knaccax BXONHHX CHUI'HAJNOB I B NMPOKOM JHaNa3sOHE MSMEHEHHA HAUabe
HHX YCJIOBHi{, NOJYyYEeHH IpA HEW3MEeHHHX 3HaYeHNAX KO3HiuImeHTOB C"j :
ONpeJieJIeHHHX YKa3aHHHM BHIIE CHOCOOOM,

B oGmem caydae mpu BHCOKOM HODAZIKE HEH3MEHHO# YacTH CHCTe—
MH H CJIOXKHOM XapaKTepe Or'paHmYeHd# MaTeMaTA4YeCKOe ONMMCAaHHE CTPO=
TO ONTMMAJBHOA PHIEPHOBEPXHOCTH NEpeKIDYCHEA MOXEeT OKasaThCH
3aTPYSHUTENAbHEM. B 9TOM Clyuae onpefeleHHe IapamMeTpoB YY HeXssd
NIPOU3BOLATH aHAMMTHYECKUM OyTeM, 3HEeCh CYmMECTBYEeT BO3SMOXHOCTH
OPUMEHATE JoOHe H3BECTHHE METOIH MOHCKAa 3HAYeHH# KODHIHUIMEHTOB
JVHEeHHHX KOMOUHAImii KOOpmHAT Wi(Xs.«1Xm) , KOTODHE BXOEAT B
SKBHBAJICHTHHE peaym3ymuue (QyHEKIuHu, Hampnvep, ecim uWMeeTCA MOJENb
O00bEKTa YUpaBJNEHMHS, TO peaymsyeTcs CTPYKTypa ¥V Ha MOIe M H
SKCIEPUMEHTAJBHEM IYTEM ONpEeNinTCA HEU3BeCTHHE KODHIHMIMEHTH,

PaccnvoTpuM mpuMmep mocTpoeHna JYY CHCTEMH BHCOKOTO NODANRA,
Insg mesm EyoCTpaIMMY IPUBENEM De3YJABTATH HCCAEHNOBAHAA MDPHCIMEEHHO-
ONTUMANBHON clepsmedl CUCTEMH YIpaBjieHUSI KONMPOBAIBHO-{pe3EepHOTo
CTasKa ., B IperHIymHX pacdoTax 4,5 omperesieHa OPENeNBHO HpocTas
B peaym3anuy CTPyKTyna YY craepsuef CHCTEMH, NPH HOMOME HDPEIJIO-
HEHHOTO aBTOPOM MEeTOJa SKBUBAJEHTHHX (YHKImi, KaKk MOKasaHO Ha
puc, 4, HeusmeHHad vacTh 5TO# Cuc TeMH pacCcMaTpHBaJachk B BHIE IO-
CJIeJIORATEBHOTO COeUAeHnA JBYX NMHAMAYECKUX OJOKOB: a/ mepBHil
6rox C1 cocronT m3 BTOPOrO KackKafia BJEKTDOHHOTO YCHIMTENA B
BJIEK TPOMAMHHEOT'O YCUJNTENA /enepuoiaueckoe 3BEHO NEepPBOro HOpAZ-
ka/; -/ Bropoit Grok C2 ~ mcnonmuTensHW HBATATENs M DEIYKTOD
/3BeR0 BTOPOTO mOpATKA/.
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B xauecTBe BHXOAHON KoopmmHATH G6ioka (2 paccmarpmpaercs
OmACRa cJaensme# CHC TeMH 0 ,a A GJOKa C1 - mor I SIKODHOX Hem
DJNIEKTPOMaMEEHOTO YCHIMUTENA - JABHUTaTess. B YV NOCTYmawT CUTHAIH
9THX KOODIMHAT ¥ HMX NPOM3BOXHHEX B BHJE JHHEHAHHX KomOmHammit, a

e w2(618)=k66+ ké‘ S‘ kxq_xz"' k,}z)'(z,
W1(I,i)= kII+ kII = kX1X1 + kx'1 X’., . /26/

B xavecTBe ammpoxcuMupymmel GYHKUMM OPHHAT MNOJHHOM BTODOTO

mopAIKE  (%5,6,1,1)= ks O+ k§ 8- & ky ke O+
+k5ki6'f+ k3k151+l<3ki(ﬁ], /27/
THe 6 = sign [k56+ ksS]-

~ Ocmmaorpamma mepeXOZHOTO HPOLECCA DETyJMpYeMOR BENMIUHH
’/nepeuememe dpesn/S = ;(t) B JUMHe#HO# cIC Teme NpHUBELEHA HA
pEC.5a, [lepexonHHi mpomecc HCCAENOBAH NIpH CKAYKOOODA3HOM BXOZ=
HOM CHI'Hajile, COOTBETCTBYKUEM MI'HOBEHHOMY MaKCHMAaJBHOMY pacco-—
TJACOBaHND MEXJy KOIMPOBAJBHHM IpuOopoM X ¢pesoil, Ilocae moxcopa
3HaYeHUH! HEW3BECTHHX KOSPMIMEHTOB B JMHEAHHX KOMOZHAIWAX KOOD-
mrar W,(I,I) = w,(d,0) mnoxywaeTca MuHUNMANBHOE BpeMA mepe-
xomHOTO mpomecca tn = 0,I3 Cek. OcmrorpamMva Imporecca Ipx
MaKCHMaJIFHOM pPacCOorJIaCOBaHWM JgHa Ha puc. 506. Hcciaencsamua Ha
MONeMM MOKasa¥, 4YTO YMEHBUIEHHE aMIUMTYIH BXOINHOT'O CHTHAaNIa Ha
407 OT MAKCHMAJBHOI'O CHTHANA MOYTH He BJMAET HA BPEMA IIEpeXOIHO—
Tro mponecca, JanpHeiilee yMEHEBNEHNe BXONHOTO CHI'Hasia, COOTBET-
CTBYHIIET'O DacCOTJIaCOBAHUD (Pe3H, NPABOIUT K YMEHBLEHWD BPEMEHU
MEPEeXONHOTO Npollecca IO CPABHEHNN C BpPEMEHEM IIpH MaKCHMAJIBHOM
paccorsacoBamuu pesH, Takmm o0pasom OHCTpoIeficTBHE CUHCTEMH
SHAuATENBHO yiyumaeTcs /mpmMepHO B 7 pas/ DO CpaBHEHED C Hepe-
XOPHHM IPOIIECCOM B JIMHEHHOW CHCTeMe, ¥ NOJHOCTHH YCTPaHAETCHA
TIepeperyJnpoBaHie BHXOIHOH BEJMYUHH,.

5. SAKJICURENE
I. B padoTe nokaszana BO3MOXHOCTEH DENEHHUA 38JRYM CHHTE3a
XBE3NONTUMAJBHOE CUCTEMH METOJOM SKBMBANSGHTHHX (DYHKUME yIpaB-
Kepua, IIpenroxeHHBM METOIOM ONDENENANTCA SKBUBAJIEHTHHE IO 3HAKY
YupaBIAgire @YHKIZH B Xjacce HauOoJsiee YHNOOHHX IJIA TeXHUYECKOR
peany3auyn GyHKINIZ,
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2 Ilpr momMoum DOJMYYEHHHX B pacoTe TeopeM NMOKasaHo, YTo
3HaK ammpokcEMupymue# yHKIME COBIANAeT CO 3HAKOM BHODaHHOR maa
TEXHUYECKOro NOCTPOeHMS (YHRIMM, KOTOpas CHHTESHpYyeTCs HOCpel-
CTBOM JMHEJAHHX (YHKIMA M CHTHyM—QYHKUME (Ha3OBHX KOODIMHAT CH~
CTEMH,

3¢ Ecom mponecc anmmpOKCHEMaIMM ONTUMANBHOR (YHKIMM IOPOHSBO=
JATCA NPH NOMONY SKBUBAJICHTHHX (YHKIHEE, TO peaimsaiius NOJYYSHHO-
TO anmpOKCHMUPYKUEr'O BHDaxXEHNSA He ABJIAeTCA HeoOxomumoii, Iipz
anmpoOKCHMAaUM COIVIACHO 3TOMY METONy JOCTATOYHO DEAM3OBATH SKBHe-
BaJICHTHYD (yHKIMD, OIpENeJeHHYyD B KJacce BHODAHHHX JJIA TEXHHYEe-
CKO#l peaymzarmm HyHKIMH,

4, Ha oCHOBe NpENNOXKEeHHO# METORWKHA MOXHO ONpELEJHUTH CTpPYE—
TYpY KBasUONTUMAIBHOIO YUPAaBJAMIErO YCTPOACTBa CHCTEMH,KOTOpas
O0CyCJIOBJIEHA BHOOpQM BHJA SKBHBAJCHTHHX anNpOKCHAMUDYIUMX GHyHKIH,
TpeGyemas TOYHOCTH NPUCJMEEHAA K CTDPOrC ONTHMAABHOA CHCTEME Ipeli-
OIPELesyAeT YUCJO 3JEMEHTOB CTDYKTYPH.

5. B ciayuae, KOrpga #3BECTHO MaTEMaTUYECKOe OIMMCAaHWE ONTH-
MaJIbHO# (YHKIWMZ yNpanieHus, NOJy4YeHHHE BHpDAxeHHA SKBABAJICHTHHX
fyHXKImE DapT PH3MOXHOCTH ONPENeNUTh NapaMeTpPH KBasHONTHMAJIHHOTO
YyIpaBnAxyero yCTpoiicTBa aHAIMTUYECKHEM HyTeMs PaccMaTpHBaeMHi
MeTOoN MOXeT OHTPH NpHMEHEH H B ChydYae, KOrja HEH3BECTHO MATEMATHw
YecKOe OIMCaHNEe ONTUMANBHOX JYHKIME JUDABICHAA

A.
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I. PenpnGaym A.A., BHuMC/MTeNBHHE YCTPOACTBA B aBTOMATHYC-
CKHX cHCTemax, I'OCYI.HsH.usSHKO-MaTeM,JuTepaTypH, My I959.

2. JiepHep A.fl., YiyumeHme IMHAVMYECKUX CBOACTB aBTOMATH-
9eCKuX KOMIEHCATOpOB, T',I, "ABTOMaTWKA M TeJemexaHuka",I952,M2, -
ra.,11,1952, k& 4.

3.Pike E.W.,Silverberg T,R.,Designing Mechanical Computers,
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4, T'yuues J,AT,,JlmmuTpoB A.B.,9NEKTPOHHOE MOJE/MPOBaHHEe
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@yiuimﬁ yupapaernd,Izsectusa BY3,"daexTpomexammka”,k I, I967 .
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FECe 3e 6/ Prc. 3. B/

Puc.3. llepexommue mponecH: a/ ONTHMAJNBLHON CHCTEMH; G/KBash-
ONTHMAJBHO! CHCTEMH IDH eJMHAYHOM BXONHOM CHTHaje; B/KBasSHONTHE-
MaABHO! CHCTEMH NpH JHHEHHOM BXOJHOM curaane; Xo — BXOZHOA CHr-
Haa, X - BHXOHHON CHTHaX, X, H X; — IlepBad B BTOpad NPOM3BON~
HHe omMoKE X, = Xo = X ; Jv - BxomHOe BOSXeilicTEHE OCBEKTA

D il s o ORI S

: v X Xo* Xgoux

—

82
Puc.4. [IipocTeimas CTPYKTypa KBA3HONTUMAJBHOX CHCTEMH
BHCOKOT'O NODANKA
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PHCe e a/ PHCse S 6/

Puc.5. llepexonuuit mpomecc mepeMemeHEsS @pesH S = f(t) np#
eNMHUYHOM BXONHOM cuTHane: &/ B JuHe#HO# cucTeme; O/ B KBa3d-
ONTUMAJBHO! CHUCTEMEe
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RELAY CONTROL OF_ .SYSTEMS WITH
PARAMETER UNCERTAINTIES

D. P. Lindorff

University of Connecticut
Storrs, Connecticut, USA

I. Introduction

The application of Liapunov theory to the design of model-tracking
systems, taking into account bounds on parameter uncertainties, has been
treated by several authors!>2,3 under the assumption that the state vari-
ables of the plant have been defined as phase variables, i.e. for an nth
order plant, the state has been defined by the output and its n-1 deriv-
atives. However, in some applications it is impractical to derive the
required number of derivatives of the output variable because of the
noise which enters the measurements. In fact, in some cases it is im-
possible to derive all of the state variables from a given output. This
situation arises if one output is unobservable with respect to’another.
For these reasons it may be necessary, or at least desirable, to develop
a design procedure which allows freedom in choosing the state variables.

It has been suggested* that, by the use of a semidefinite Liapunov
function, the rigid requirement on the form of the state variables can
be relaxed. The purpose of this paper is to develop this concept, with
application to a model-tracking system using a relay-controller. Al-
though the theory developed in this paper is app11cable to a wider class
of problems, the specific plant to be controlled is plctured in Fig. 1,
and consists of an inverted pendulum m#unted on a cart-whose position is
controlled by a d-c ﬁotor : j :

Although design techniques have been. proposed for relay control
systems, it is believed that this paper extends previous work by general-
izing the appllcatlcn of model-tracking systems in the presence of para-

meter variations.

II. The Design Technique

The system is diagrammatically represented in Fig. 2. The plant is
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defined according to the linear differential equation

X+Ax+bu 21)

where x is a n-dimensional state vector with X = dx/dt, and u is a scalar
forcing function. The elements of A and b can be slowly varying within
known bounds. It is assumed that (2.1) represents a completely controll-

able system.
The relay is assumed to be ideal, and hence is characterized by the

sign function

u = uL sgn y(e) (2.2)
where e = s - x, s being the response of the model. L and y are to be
determined. u equals +1 or -1 depending upon the specific problem in-
volved. y(e), which represents a linear function of the error-state

variables, is defined by
y(e) =k" e (2.3)

where k” = [klkz...kn] denotes the transpose of k. The model is repre-

sented by the equation
$=Qs + 8 m(r,s) (2.4)

with & and g defined as nominal values of A and b. m is a signal which
produces the desired response, s, of the model. r is the input to the
model.

The deviations in A and b are denoted by

A=A-aQ, (2.5)
§=b- 8. (2.6)

It is assumed that elements of A and § can be slowly varying within known
bounds. By permitting m to include feedback signals of the model, it is
possible to cause an unstable plant to track a stable model using relay
control. ‘

The design problem consists of determining values for L and k so that
the plant will track the model with zero error when A = 0, § = 0, and with
a bounded error when the elements of A and § are within the stated bounds.
Hence, it may be said that the plant is to be controlled with limited force
so that, in the presence of bounded parameter variations, the error vector

will remain bounded.
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The design approach is to define a positive semidefinite quadratic

form

V =1/2 Y2(e). 2.7)
Now if the control law can be found which causes the time derivative

Vayy (2.8)
to be negative semidefinite so that V > 0, V < 0 except on the hyperplane
(switching plane) defined by y = 0, then if at some time e lies on the
switching plane, its motion will be confined to the switching plane there-
after. The conditions must then be derived which assure stable (bounded)
motion on the switching plane.

Since stability of motion off the switching plane is not assured by
use of a semidefinite V function, it is pertinent to question why V cannot
be made a positive definite function. If V were taken to be positive defi-
nite as has been previously assumed!~3, then in the presence of parameter
uncertainties V could generally be assured of being negative definite only
if the vector b in (2.1) were to contain but one non-zero element as would
be the case if (2.1) were in phase-variable form. In this paper such a
restriction on b is not allowed.

In the following discussion, it is to be assumed that V is semidefinite
as given by (2.7), and that the error vector is initially on the switching
plane. Although no quantitative statement can be made as to the stability
of motion off the switching plane, it is reasonable to assume that the
system will be stable for small perturbations about the switching plane.

A quantitative treatment of the convergence problem for large deviations
about the switching plane lies outside the scope of this paper.

In formulating the control law, it is necessary to obtain a differ-
ential equation for the error vector. Thus, using (2.1), (2.4), qnd
(2.5), it follows that

e=Ae-As+B8m-bu, (2.9)

or in scalar form
c * + 4 i= esey N 2.10
€. £ (e) g.(s,m) b.u, 1 1, ( )

To insure that chatter motion will take place, i.e. that motion will

be constrained to lie on the switching plane, it is sufficient, as men-
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tioned above, to require that V > 0, V < 0, when vy # 0. This condition

will be satisfied if, for vy # 0,
sgn y = - sgn vy. (2.11)

Eq. (2.11) can be satisfied if the magnitude of u is large enough to con-
trol the sign of y. Consider the explicit form for y and y. Thus, upon
expanding (2.3),

yimkoie. k. e, # ... # kn e (2.12)

n)
whereupon

y = k1 él + k2 éz & i o kn én. (2.13)

From (2.10) and (2.13) it is seen that y can be expressed in the form

n
Y =¢(e, s, m) - ‘21 k; b, u. (2.14)
18

Now if u is made to satisfy the following two conditions,

L = 'ul > Q(sn S, m)
& n (2:15)
izl "

sgn ('E ki bi u) =sgny, (2.16)
i=1
then it follows that (2.11) will be satisfied.

If (2.15) and (2.16) are satisfied and if at some time y(e) = 0, then
the motion thereafter will remain on the switching plane. It is now nec-
essary to establish the conditions for such motion to be stable. Whereas
(2.9) characterizes motion in Euclidian n space (En), motion on the
switching plane can be described in En-l space. It follows based on the
conditions y(e) = 0 and y(e) = 0, that (2.9) can be reduced dimensionally
so that, if E represents a vector composed of n-1 components of e, then
(2.9) can be expressed as a linear differential equation of the form

E=m, A 9 +hy (kb ds, 8w, (2.17)
It should be noted that motion on the switching plane will not generally
call for u = 0. Since at y = 0 the function sgn y is not defined, it can

be said that, for the idealized relay, u = L sgn y will in fact satisfy

B )

o e o e
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the requirement for motion on the switching plane. For a discussion of the
chatter problem, see SchaeferS.

Since s and m are signals generated by the model, it is found that h,
is a bounded forcing function whose magnitude depends directly on parameter
deviations, A and §. Furthermore, hy = 0 if A = [0] and § = 0. If ele-
ments of k are chosen so that (2.17) is asymptotically stable with hy= 0,
then E, as well as e, will be bounded. Finally, with a knowledge of the
bounds on e, s, and m, the value of L which is required to satisfy (2.15)
can be determined. This completes the formal design procedure. The de-
tails of the method will be elaborated upon in a specific design applica-
tion.

It is noted that, in constrast to previous work2>3, by this design
procedure the plant will in general track the model with zero error only
if the parameters of the model and the plant are equal.

In effect, a relay controller has been désigned to cause the plant to
have a desired nominal response characteristic, i.e. the model response.
The effect of parameter uncertainty has been related to the response of a
linear differential equation (2.17).

III. Design Application

The design technique represented in the preceding section will now be
applied to a model-tracking system using a relay controller. The plant
consists of a cart supporting an inverted pendulum. As may be seen in
Fig. 1, the cart, which is mounted on a track, is connected through a
pulley and gearing to a d-c motor. The purpose is to cause the plant to
track a linearized model of the nominal plant. This particular plant is
of interest because the state variables are most naturally defined other
than as phase variables. Thus, referring to Fig. 3, if velocity of the

cart is to be controiled, then the state variables logically become

v m/sec
68 rad

"

X1

X2
x3 = 6 rad/ss

0

and

u = e_ volts.
a

: : 0,
Relative to (2.1) and based on the linearizing assumption (sin & « §,

cos # © 13}, the equations of the plant can be written in the form
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X1 =aj; X +a;; X2+ byu
Xp = X3 (3.1)
X3 = agz) X3 + agy X3 + b3 u.
In order to study the effect of parameter variations, the distance 2
from the pivot point to the center of gravity of the pendulum was made to

be adjustable by repositioning m; on the rod. The nominal values of the

parameters, as well as their dependencies on %, are shown in Table 1.

nominal % dependence

a)n -800 none

ays -3 none

az 800 1/

ajp 13 1/%

b, 15 none

b3 -15 1/2
Table I

According to the design procedure, the nominal values in Table I
should be assigned to the corresponding terms in (2.4) pertaining to the

model. Thus, (2.4) becomes
S1 =011 5] +ajp Sy + By m

Sp = S3 €3:2)

S3 = a3] S] + 032 Sz + B3z m

where each aij and B; has the nominal value of the corresponding aij and
bi in Table I.

It is noted that the plant is open-loop unstable. - In this problem
linear feedback was uséd so that the signal m(t) stablized the model and

produced a desired response (s) to a reference input (r).

From (2.10), (3.1), (3.2), the error equations become
ep=ajj e +appey+g -bu
éz =@ (3.3)

e3 = ag) €] + agy € + g3 - bgu
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where
gi= ‘Ail $y -~ Aiz Sy ¢+ Bl m,i =.1,3

and

Aij = aij - uij’ 3 o=:1,2;

Eq. (2.7) in turn becomes
V=1/2(?)

(3.4)
= 1/2 (e; + kp e + k3 e3)?
wherein it is arbitrarily assumed that ky= 1 and k, > 0, k3 > 0. It
follows, upon substituting (3.3) into the expression for Y, that
y=e +ky e+ ksey
=ajj e +ajpe+gy - byu +,kye;3 (3.5)
+ k3 (ag; ey + agp e + g3 - by u),
whereupon (2.15) becomes
¥i1(e) + (By + k3 B3) m - ¥5 (s)
L= ul > A el = = (3.6)
D1 + k3 b3
with
¥1 = (a11 + k3 az;) ey + (ajp +'k3 azy) ex + ky e3
and
¥2 = (811 + A31) s1 + (B12 + A3p) s3.
Eq. (2.16) in turn becomes
sgn (b; + k3 b3) u = sgn y. (3.7)

The equations (3.6) and (3.7) form the basis for a control law. However,
before discussing these equations further, it will be necessary to obtain
the reduced equation (2.17) which describes motion on the switching plane,
assuming that (3.6) and (3.7) will be satisfied. )

Using the equations y(e) = O, {(g) = 0 which are valid on the switching

plane, it is found that (2.17) becomes

b .
a« T)Js‘rl) e; = [a); +

5

(r1 r2 - az1)] ex
% (3.8a)

o'

: Bk
+ g - gg-za +[agp + b—sL(ri‘ agylle,
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é2 = -T) € -Ty € (3.8b)
where

T = E% , Tp = %? 3
and

gi = _Ail s1 - Aiz s2 + Bi ", I %-1,3.

It is required at this point that k, and k3 be chosen so that (3.8)

will be stable. If (3.8) is rewritten in the homogeneous form
e1 = 911 €1 *+ 912 € (3.9)
ez =821 €1 * b2 €3,

then the characteristic equation is seen to be

A2 - (611 * 922) A+ (611 $22 - B2 612) = O. (3.10)

Stability requires that ¢;; + ¢55 < 0, ¢y; 922 > ¢d21 $12, which can be

shown to be equivalent to requiring for k; = 1 that

ks > 1, k, > /5 k3, (3.11)

Returning to (3.6) and (3.7), it is required that conditions be es-
tablished which guarantee V < 0 with Y # 0. On the assumption that (3.6)
is satisfied, it follows that u will control the sign of y. For ths nomi-
nal values of by, b3 in Table I, and the requirement k3 > 1, it is seen

that (3.7) is satisfied if
sgn u = - sgn y. (3.12)

In order that (3.12) can be used for the full range of variations of b,
and ba, it is necessary that kj be chosen so that (b; + k3 bj) wili al-
ways be of one sign. In this case, k3 can always be made large enough
to meet this requirement. A
Attention is now directed to (3.6). In order to determine a suffi-
ciently large value of L, it is necessary to know at least the bounds on
¥1(e), ¥2(s) and m. It is informative first to assume that the plant
parameters are at their nominal values. In this case it can be seen that

¥5(s) = 0, ¥;(e) = 0. Hence (3.6) reduces tc

L= jul > [m]. (3.13)

B o e e

P
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The statement th#t ¥1(e) = 0 in the absence of parameter deviations follows
from the fact that the forcing function in (3.8) then reduces to zero.
Thus, for the nominal plant, if e = Q initially, then the tracking error is
zero if (3.12) and (3.13) are satisfied. Since the magnitude of m depends
upon the size of the input (r), as well as the response time of the model
(which is reflected in m(t)), the sizing of L requires a knowledge of the
specifications placed on the system's performance.

At this point in the design, the effect of parameter deviations should
be considered. More specifically, the value of L in (3.6) must be made
large enough to override the terms ¥)(e) and ¥,(s). In Section IV result;
of simulation studies are presented which bear on this aspect of the prob-
lem. It is importamnt to note that it is possible to use simulation methods
advantageously in the design since the response of the plant in tracking
the model is insensitive to L, provided L is large enough. Thus, by
making L excessively large in the si-ulation; the behavior of e(t) can be
determined. This information can in turn be used in finding the minimum

acceptable value of L.

IV. Results by Simulation and Experiment

The design which has been discussed in the preceding section was
completed with the aid of analog-computer simulation and tests on the
physical system, in response to a square-wave input to the model.

The results of the simulation studies are presented in Figs. 4, 5,

and 6. In these data the value of L was made excessively large, so as to
guarantee that (2.15) would be satisfied. In Fig. 4 the responses of the
state variables of the model and the nominal plant are shown. The tracking
error is seen to be essentially zero as predicted. In Figs. 5 and 6 the
value of % in the plant was increased by 40% of its nominal value, and the
test signal used in Fig. 4 was again applied. The data in Fig. 5 shows
the responses of the same state variables as in Fig. 4, whereas the data
in Fig. 6 shows the responses of the error state variables (e;, e, e3).
It is interesting to note that the main effect of this particular parameter
variation is to alter the initial response of the plant state variables.
The spikes which appear in the error responses were used to establish
bounds on the error terms appearing in (3.6).

In Fig. 7 response of the physical system in terms of x3 (velocity

of cart) and X, (angle of pendulum) is compared with corresponding terms,
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sy and s;, of the model, using a value of L determined from the simulation.
Since parameter values of the plant could not be determined exactly, some

error was to be expected. The high frequency components present in the re-
sponse of the plant are attributed to imperfect switching and coulomb fric-

tion.

V. Conclusions

The design of a relay controller has been formulated in which a linear
plant subject to parameter uncertainties is caused to track a model with
bounded error. The method can be applied to multi-output systems, or more
generally to systems whose state variables are not necessarily available
as phase variables. The method is demonstrated by application to a specific
design problem involving the stabilization of a cart-supported inverted pen-
dulum.

From the theoretical standpoint, further study should be made of the
tracking error which is incurred due to the use of an imperfect relay. In
addition, because a semidefinite Liapunov function is used in the design,
it has not been possible to determine bounds on the motion which result if
the error states are not initially on the switching plane. This problem

merits further consideration.
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Fig. 5 Response by 'analog simulation of plant
with parameter deviation.
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Fig. 6 Error response by analog simulation of plant
with parameter deviation.
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DESIGN OF LIMITED-INSTRUMENTATION
CONTROL SYSTEMS FOR DISTRIBUTED
PROCESSES

Dr, M.J. YMcCann,
Imperizl Chemical Industries Lid.,
Wilmslow, Cheshire, England.,

1. Introduction

There are many examples in the literature of
modern control theory concerning the optimal control of
distributed parameter systems. The design techniques
however may often result in very large or intractable

omputational problems. The purpose of this paper is

(2]

to demonstrate methods for designing control systems for

distributed processes with restrictions on the amounts

of instrumentation. The design can be achieved using available

modern computational equipment and teckniques. A .basic

concept is that a dynamic system can be controlled best by

using information about its current state without dynamic compensations
that are influenced by previous values of state. 1In

certain cases these optimal control laws can be developed

analytically as functions'of system state. In the case

of the linear system with integral quadratic performance

criteria, the control law is found to ve a linear function

of system state. Furthermore the change to other performance

criteria makes little difference to system design or

behaviour as long as the performance criteria makes

deviations from design conditions more costly as the

deviations increase.

The objective will be to find control laws which
use a measure of system state to’define control action.
This measure may be of conditions all over the system, or
from the restricted part c¢f the system, or even irom just one
instrument suitably located. Since the technigues are
largely concerned with process contrel it will be considered
essential that steady state conditions of zero errors are

necessarily met.
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2. Prototyve linear distributed process

To develop the ideas, the process to be considered for
control will be somewhat like a single path, shell-and-tube heat
exchanger with disturbances entering as fluctuations in inlet
temperature to the tube side, and control achieved by variation
in shell side temperature. The control objective will be to
minimise fluctuations in exit temperature from the tube side
usinz only one probe or instrument to measure the state of the
system. The example has the essential character of any
process wnich has a disturbance entering with the moving stream and
control action which is distributed along the steam either by

changes in environment or by changes in stream velocity.

A representative system with significant wall
effects described by the following equations:

ou. G
2 g =2 ( U‘-Uz ) 0&31 (US-Ug )
ot c; cB

Vg . -VodlUg + Dsd%Ug 4+ Gaa ( Uals >
9t ax ax? Cs

C2 and C3 are the thermal capacities of wall and fluid per unit
length of system, G12 and sz are the thermal conductivities
between shell and wall, and between wall and fluid, U1 is the
control variable (the shell temperature), U, the wall temperature
and U3 Fhe fluid temperature, wit? V3 and D3 its velocity and axial
diffusivity respectively. TFigure 1 shows a diagram of the process
and the form of the control system used. This controi system
involves no dynamic compensation network but includes one probe
into the system whose location is to be found. The design can be
separated into two parts, the steady state design and the dynamic

part as follows,.

3. Steady State Design

There are two parts to the steady state design problem: -

Finding the required distribution of conditions, in this case,
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temperature distribution over the system and finding the desired
characteristics of the control system to maintain these desired

conditions.

In the steady state the equations obtained from Eqn 2.1.

are:

2

'v°§¥-‘ + D“—-‘Zx? =83 Us = Gy Us:
Cs Ca

k. 2-2

and < G12+G23 ) Uz = Ggals = GigUy

So that provided the required UB(X) have continuous second
derivative etc., U1 can be found by Equation 2.2. This approach
can be extended to non-linear systems and to those with endothermic
or exothermic reactions in the fluid. The design of desirable
temperature distributions for chemical reactors has been well
covered (see Aris: 1)*. Nuclear reactors and heat exchangers
have their own substantial literature. For the rest of this
discussion it will be assumed that the necessary steady state
design requirements have been met, but the variables will represent
deviations from these conditions, which heviations can be obtained

by linearisation if necessary.

The analysis or measurement of the steady state (deviation)

system yields information for control design. Figure 2b shows a
steady-state response to a disturbance of size D in U3 (0) as a
function of position along the system. Figure 2c shows the
corresponding corrective action which, as shown in figure 2d, is
just sufficient to suppress the disturbance at X=L (Beyond X=L over
correction results). A probe inserted into the fluid measures
U'B(X) as in figure 2d, and so to get the corrective action, C,

the gain in the controller (K in figure 1) has to be made inversely
proportional to U‘B(X) giving the relationship of figure 2d. The
dynamic characteristics of the control system design can then be
considered bty choosing the best probe location subject to the

above choice of the steady state gain requirements.

* Names and acsociated nurmbers refer to references given at the end ofthe
: paper.
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&, Dynamic control (Single probe)

A satisfactory control system must be stable but any contro.
loop around a distributed process can be made unctiable by increasing
loop gain. In figure 3 the gain K for satisfactory steady-state
behaviour (from figure 2) is compared to the gain Ks for critical
stability, both plotted as functions of probe location. It can
be seen that for x 2a the system cannot meet the steady state
requirements and be stable as well. The probe location has to be

in the region x <.

Several approaches are available for finding this probe
location., All presuppose that a suitable dynamic simulation of the
process is available. It is necessary to point out that a
suitable dynamic simulation for a distributed process for these
purposes is one which demonstrates in adequate detail, not only
the end to end or inlet-outlet behaviour of the system but also
shows its internal behaviour as well. The first method to be
described is based on step response tests. Referring to figure La
the response at L due to a step disturbance D is observed. The
probe is inserted into the system at a possible location and the
loop gain adjusted for zero steady-state error. In principle,
this desired steady state gain can be calculated but with analogue
simulations particularly it is frequently more simple to adjust
until the required conditions are met, rather than to try and set
it up by calculation in advance. A response U(L,t) as in
figure 4b or 4c vprobably results.

If the response is like that of (b) then the probe is
too close to L, causing the disturbance tor be effective at L
before the control system has been‘able to respond. If the probe
is moved further away from L towards the source of the disturbance,
the control system may act too early giving a response at L like
that shown in (¢). The ideal arrangement has the disturbance
and its corrective action arriving at L virtually simultaneously,
as in (d). This gives a useful rulevfor a preliminary estimate
of the best probe location. Suppose the mean transit (residence)
tiﬁe from entry to exit in the fluid is T units, (as indicated on
fig. 4a), then the probe should be located so that the time for
the disturbance to reach the probe, Tm’ should be equal to T-TC,

where T 3& tha +3

ime for a step put into the controller to
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reach the exit of the system, (L).

In some systems the response (b) may show oscillations
because the probe is too close to the 'stability boundary' - or
alternatively it may not be possible to adjust for zero error without
oscillation‘éccurring. As another alternative it is possible that
the controller may be so slow to respond that no really satisfactory
location can be found for the probe inside the system, (i.e. for
0< x< a). This requires either a compensating network in which ‘case
the desipgn is that for a '"feed forward" control system or a probe

located even further upstream.

It makes little difference to the results if step disturbances,
white noise or sinusoidal disturbances are used for the testing but the
step is the simplest to use. The performance can be appraised by
different performance criteria, mean square error, mean modulus or*
error, etc. with little effect on the conclusions. The choice
of an error criterion is just as subjective as a decision based on

observation of the response.

5. Sensitivity to Parameter Changes

While the design technique shown above can give good dynamic
response it has the serious disadvantage that at least part of the
system, that between probe and exit, is outside the control loop
and therefore not subject to feedback control. Furthermore
it works satisfactorily only for linear processes and also these
linear processes must have constant coefficients. It is highly
unlikely that these conditions will be met in practical examples,

therefore some means must be provided for overcoming this difficulty.

One way of daling with this is to provide a correction
signal based on the integral of error measured at the actual exit point.
The system is shown in figure 5. This system has the dynamic
advantages of the properly located probe and the long-term accuracy
of the integration. Some parameter changes can be handled by
modification of the control system. A frequently océurring case is
changes in flow rate. The require& gain for satisfactory steady
state response is a function of flow rate. This gain can be found
from steady state tests and incorporated into the controller if the
flow rate is measured. A significant change in flow rate (é.g.

L 50%) also makes a difference to fie ideal probe location because

it changes the response times of the system. However the dynamic

iv
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responses of the system to both disturbances and to control are changed
in the same way, so unless the performance is found to be critically
dependent on probe location, the best position for average flow rate
should be used. Since the probe is making measurements and deviations
from , normal operating condition, any change in the operating condition
must be accounted for by a change in the base level relative to which
the measurement is made. This can be treated as part of the steady
state design problem or by means of an adaptive mechanism as was done

.

by Gaither: 2.

The sensitivity to parameter changes can be significantly
reduced by operating several separate but interconnected control
regions in sequence along the length of the system, as will be

described in the next section.

6. The Sequence of Controllers

The single control region of figure 1 and figure 2 is
subdivided into groups of separate control regions each with its own
prrobe into the process stream. This is shown in figure 6. A
disturbance entering at D1 is suppressed by controller 03 by the
time it reaches PB,.but if the action taken by controller C3 is
in any way inappropriate, or if some other disturbance, D2' enters,
of which C3 is unaware, then 04 can suppress it and so on down the
length of the system. The effect as scen by a particle moving along
with the stream im somewhat like a sampled-data control. From the
point of view of the static observer each control region acts like a
feedforward control if its probe is upstréam of the region itself
(as for C3 in fig. 6). As each of the regions is made smaller it
becomes more and more likely that the best (single) probe location
will be upstream of its control regi6n and therefore under the
influence of another csntroller. If however the probe is influenced
by the control region for which it is the instrument (.e.g. if M3
was within C3 region) and not by a previous control region then the

design procedure is as above for single probe control, for each

independent region.

For the system depicted in figure 6 the best probe location
and controller gain is first decided for each single control mgion
acting alone, the others present but inactive, with disturbances
entering the wrocess'u;stream of the probe in question. Suppose

this results in the probe forregion C, (in firz 6) being. as shown.
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inside region Ca, and likewise region Ch has its probe in region C}
etc. Consider a steady state disturbance D1 entering the system
which is detected by M3 and suppressed by C , by the time it reaches P}
At the measurement point Mh there will stilé be an uncorrected deviation
which will cause controller Cu to take unnecessary corrective action.

As a result an error will appear at M5 and be propagated through to

C5 and so on. This propagation of the disturbance through the

system in steady state can be suppressed by interconnection between
controllers. The analysis follows.

A diagram of a complete system is shown in figure 7, and
tae parts relevant to the discussion are emphasised. For an individual
control region to suppress a disturbance in steady state, the transfer
iror Pr-1 at which point a disturbance - dr_1

to Pr+1 has to made zero in steady state, Thus, for any particular probe

position to be tested the objective is to have:

may be supposed to appear,

gnéo) gpp(o) + gup(o) em gpc(o) = 0 S

(where G ‘(8),8 (s) etc are transfer functions)

which flxes scm’ a constant gain. The choice of the probe location for
L is determined by dynamic requirements as before,

z

To eliminate the spatial propagation of steady sate
disturbances the response at Cr+2 to a disturbance dr-1 must be zero so
therefore:

gmp(o) gcm(gmc(o) Bioa® gcc(o) + gpp(o) gmp(o) €em = © 6.2

ane (o) is fixed. The dynamic non-propagation of disturbances
may te 1mproved by making g_ (s) into a compensating network, which
will always be physically realizab]e because it has to match the
transfer through the physical components of the controller and
process. It is in principle possible to calculate the required
gains g_ and gcc(o) from equations 6.1 and 6.2. However the
simplest method of design is probably by adjustment on test using a

simulation.

A multi-actuator scheme as described above exhibits
iasensitivity not only to parameter changes but also to errors in

iyn and defects in the control system. Suppose for example

AeS1§

that the gain 8em cf a particular controller is in error, then
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the next controller will take corrective action because the signals
from its instrument and from its connection with the erroneous
controller will not correspond to give zero action. Similarly if a
controller saturates then whatever part of its load it cannot handle is
passed on to the next. section. The cost of this insensitivity is

that of extra controller elements, both instruments and actuators.

7. Two-dimensional dynamic systems

Design techniques described above for one dimensional

systems can be extended to degl with two and three dimensional

(4]

ystems. The technique will be described by means of an example.

A system of mass or energy transport in two-space dimensions
has control applied at a boundary C and a disturbance entering at a
boundary ¥. It is desired that when control is applied, the effact of
the disturbances entering at D should not be felt on the desired zero
effect line (DZEL). See for example figure 8. Consider first the
steady-state problem. A disturbance applied over the boundary at o,
nost easily considered as a uniform disturbance, will have an infiuence
everywhere in the system, up to, but not including the boundary where C
is defined as zero. Similarly a change of C will have an influence
everywhere. When C and D are applied together, with opposite polarity
tnere must be a line between them on which the sum total effect is zero.
In rigure 9 this is shown as the actual zero effect line (AZEL). If the
magnitude of C is increased the line moves towards D and vice versa.
If the shape of the distribution of control action with respect to
spatial location is changed, the the shape of the AZEL is changed. For
satisfactory steady-state performance the shape of ZEL has to be adjustea
so that it coincides with the DZEL. However, this may well not be
physically possible but some approximate solution can be achieved. 15
the spatial distribution of disturbance changes, the AZEL changes as well,
so a control distribution has to be chosen for only one disturbance
distribution. This may be amended by multi-controller systems and its
effect on performance minimized by choice of 'worst' distribution. In
linear systems with given spatial distribution D and C and with constant
magnitude ratio between C and D the actual zero effect line does not move.

In heat or material transfer systems the distributions of
2nergy or material will be continuous functions of space, with at worst
discontinuous spatial derivatives. Thus, when controlled, the closer

the AZEL 1s& approached the smaller will be the observed response.
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Any location inside the region dominated by D (see figure 9) can be used
for a measurement probeilocation for proprtional control, but since the
smallness of the remaining signal measured near the AZEL necessitates
higher gain for steady-state accuracy, there is a "stability" éoundary
between U and the AZEL. The region between C and AZEL cannot be used
for a control probe location because it corresponds to a 'positive'
feedback situation requiring physically unrealizable compensation
networkse

As with the one-dimensional system the design procedure
can be broken into two parts : (1) to adjust the shape of the
distribution of control so as to make the AZEL coincide as nearly as
possible with DZEL in steady state, and (2) to chose a probe location
inside the region dominated by D and on the safe side (nearer D) of
the stability boundary to give best dynamic behaviour along DZEL, (or,
more easily measured, at apoint on DZEL). ;

The system shown in figure 10 represents a flowing stream
of material in which it is desired to maintain a uniform (zero) temmerature
profile across the stream at the DZEL as shown. The process is subject
te disturbance in incoming stream temperature. Heat is transported
through the system by flow, in the direction of positive x and by
diffusion through the material. It is possible. to control the

tenperature at the control boundary in the form:

C(t) o' (x)

This means that the distribution of control action, ¥ (x),
is chosen in the steady-state design phase and the magnitude, C(t), is

determined during operation by the control system.

Such a process can be represented by a suitable analog
network as shown in Fig., 11,  Alternatively all calculations may be

performed digitally.

For steady state design the response due to a (uniformly
distributed) disturbance is found at all points in the system. In
the analog of fig. 11. D1,D2,D3.Du.o5 are set to 10v (say) and
:1,62,03,...C9 are set equal to zero and the resulting voltages in

the process are measured. A plot of such a set of recorded results

shown in figure 12 as a perspective drawing of the response surface

over' the x,y plane of the process. The response due to a uniformly
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distributed control action (C -C2 3= “-...C =10_, D 'DZ'D}'Dh'D =0v)
is shown in figure 13. The effect that it produces on the DZEL is
again shown at the right hand end of the diagram.

When these two effects are combined so as to oppose each
other the total effect is shown in figure 14. The actual zero
effect line (AZEL) could be made éB pass through the centre of the
JUZZL oy making the magnitude of the control action 2.4. times that
of the disturbance, and this is the condition shown. The response
on tne VZZL is far from satisfactory, and in fact the magnitude of
response near the control boundary is greater than the magnitude of

thie Incoming disturbance!

The influence that the control action has can be improved
ty ssaping its distribution in x. Figure 15 shows the effect of a
modified control profile-( ¥(x) ) which has magnitude 10 units for the
first 2/3% of the system and magnitude zero for the remaining 1/3.
It cun be seen that while not exactly the right shape the effect is has
on the DZil is closer‘to that of the disturbance so that the cancellation
will be better.

Wnen this new control profile is applied to the system to
oppose an incoming disturbance, the resulting effect is shown in
fisure 16. The magnitude of the control action had to t3.5. times the
disturbance magnitude to make the AZEL pass through the middle of the

exit stream.

For the purposes of this example, the steady-state design
will be taken no further but it is clear that further changes could be
made to improve the cancellation. However these changes will tend to
make tvae control action near ¥ larger and give a smaller or reverse action
near the DZZL. At some stage in the design of a real system a practical

lirdt will be reached because of magnitude or gradient (in x) constraints.

8. Choice of instrument position for dynamic behaviour

Since the steady-state magnitude of response when appropriate
control is applied is known at every point, (as in figure 8.17), the
required gain to give accurate steady-state response from any measure
point can be readily calculated as:

Magnitude of Required Control Action
Magnitude of Response at Measure Point
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If an analog model is being used for design the constant
disturbance D is replaced by a step disturbance and the dynamic
response on the DZEL is observed as various measurement probe
locations are tried using the appropriate gain in each case. j
Fij. 17 shows the results of such a test. The control s-ystem
in this case had no significant:dynamic lag so that .C(t) was
directly proportional to the measurement made by tho- probe. The
best location was found by moving the probe upstream from the centre
of the DZZL until the balanced response of Fig 17b was found. Tests of
all possible adjacent points showed no improvement

9. Relay Control for two-dimensional systems

A single probe relay control system for a two-dimensional
distribuced process as described above is extremely simple. The
measurerient probe has to be very near the AZEL. This is because this
is the only locus where having zero average deviation will also p:roduce
zerc average deviation, at the performasce measure point , (P in
figure 18), and in steady-state the relay controller has to settle for
switcning about zero. The design procedure is thus to move along the
AZEL to 7ind the location which gives best dynamic behaviour -at P.

The dynamic response is always a limit cycle because a
distribuied system is always of high enough (infinite) order to
produce 150° phase shaft with finite magnitude response, so that
some finite gain will produce a limit cycle, Having the probe
near to DZEL and further from the controller makes the limit cycle
larger. Having it nearer to the controller makes the limit c&cle
sraller but reduces accuracy, specially when the distribution of

disturbance changes.

The probe has to be located so that the limit-cycle

switcning of C, which it produces, nas the correct ratio of on to

ofi times (mark-space ratio) for balancing the disturbance. Thus as
the size of the disturbance changes the required mark space ratio
changes. The ideal probe location also shifts slightly so that

when the .A28L (and P) has zero mean the mean value oi the fluctuating
measurement at the probe will be biased enough for the switching
about zero to have the correct mark-space ratio. Thus for the

more realistic fixed probe location the Gesign has to be carried

out for a particular size of disturbance. 16~ the design is carried

out for a disturvance moguitude abouf hali the maximum possible
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ahich the controller can suppress the design will give a fair
periormance at maximum disturbance and always better performance

ifor smailer disturbances,

Performance can be improved by the use of two probe

control because the frequency of the limit cycle can be increased giving

)

it a smaller magnitude and better overall dynamic behaviours 1or the

omplete system, It is still necessary that in steady-state the average

O

sum of the two measures be close to zero. For this to be the case,

robe has to be between the AZEL and the control boundary © and

I}
T
@®
o

ne other vetween AZEL and disturbance boundary D (see fig. 18).

<t
w
[¢]

urtnermore, since the steady state mean values of the measurements at

bl

all such points (such as M, and K, in fig 18) are known, the relative

welznTings to be given to the measures are fixed,

A feasible design procedure is to set up the simulated

rocess without disturbance and adjust the position of the probe

i)

near =o tane control boundary ( M, in fig. 18) until the limit

cycle magnitude and frequency as seen at P is satisfactory. Then put
in the iisturbance and choose the location of the -econd probe (HZ)

so tiaat good dynamic response to a disturbance results at P. As in
the _ace ol the linear control design this can be acnieved by looking
for <arly or late control action. It may also be observed that the

final =ystem will be slightly better than the linear system in

~

dynamic response, because the controller applies maximum forcing as
soon as any disturbance is detected. There is, however always the

limit cycle superimposed on this dynamic behaviour.
10. Conclusions

A method has been descrived for designing the contrbl
syste..> for distributed processes wnich are linear and for which
very good zodels are available to describe internal behaviour.
The method may require a good deal of computational eifort but
the level of computational difficulty is no greater than that
recuired to produce a working mathematical qodel. Furthermore,
because tme work is done with a simulation.any real world constraints
sucn ac limitations on magnitudes, gradients, numbers of components

. @y 2 ¢ b
etc. can readily be incorporated during the design phase.

Alternative design techniques for the same class of
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distributed processes have been developed by Gaither ~“and Licht.
Both these methods used frequency domain concept;. Licht uses
spectral analysis to compute the mean square error of a control
system as a function of the weighting attached to the information
available from each of the possible or allowable probes. He then

uses this measure in an optimising technique which results in the

choice of the best use (weighting) of the information from the

available ~robes. Gaither's techniques is more closely related to

trhe one described in this paper but his criterion for choosing probe
location is based on measurements of phase. angle rather than
measurements of step responses. The net result is just about the

same. Gaither also provides a technique for adaptive adjustment

both of the gain of the controller in the linear case and also for

the adjustment of the set foint or base level relative to wnich

the wecsurement is made for systems where éhere are shifts in

operating points. There is thus available a group of design technigues
for controllers for distributed processes which are no more difficult

to carry out than the simulation of the processes themselves.
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