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#### Abstract

The problem of internal wave diffraction by a strip of an elastic plate of finite width present on the surface of an exponentially stratified liquid is investigated in this paper. Assuming linear theory, the problem is formulated in terms of a function related to the stream function describing the motion in the liquid. The related boundary value problem involves a hyperbolic type partial differential equation (PDE), known as the Klein Gordon equation. The method of Wiener-Hopf is utilized in the mathematical analysis to a slightly generalized boundary value problem (BVP) by introducing a small parameter, and the problem is solved approximately for large width of the plate. In the final results, this small parameter is made to tend to zero. The diffracted field is obtained in terms of integrals, which are then evaluated asymptotically in different regions for a large distance from the edges of the plate and the results are interpreted physically.
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## 1. Introduction

If a part of the surface of a deep liquid is covered by an inertial surface composed of a thin but uniform distribution of non-interacting floating particles (e.g., broken ice, floating mat) while the remaining part is free, the surface boundary condition becomes discontinuous in the sense that there are one condition on the free surface and another condition on the inertial surface. In the mathematical modeling of wave phenomena, the line separating the free surface and the inertial surface becomes a line of discontinuity. The scattering of surface waves traveling from the free surface region and normally or obliquely incident on the line separating the free surface and the inertial surface on a homogenous fluid are investigated in the literature by many researchers. Kanoria et al. (1999) investigated two mixed boundary value problems involving surface water wave in deep water (or interface wave in two superposed homogeneous liquids) arising due to one or two discontinuities in the surface (or interface) boundary conditions. In this problem, the governing partial differential equation is the Laplace equation which was generalized to Helmholtz's equation together with slightly different boundary conditions by introducing a complex parameter to facilitate the use of the Wiener-Hopf technique in the mathematical analysis. Ultimately, this parameter was made to tend to zero to obtain the solution of the original problems. Instead of a homogeneous liquid, there

[^0]may be a stratified liquid in which the density varies exponentially along the vertical direction. Assuming linear theory and under Boussinesq approximation with constant Brunt - Vaisala frequency, the problem can be formulated as a boundary value problem involving the Klein-Gordon equation with discontinuous surface boundary condition. Gabov and Svesnikov (1982) investigated diffraction of two-dimensional steady-state internal waves described by the Klein-Gordon equation in an exponentially stratified incompressible liquid by the boundary of a solid half plane lying on the free surface modeled as an ice field on the surface of an infinitely deep ocean. In the mathematical analysis, they employed the Wiener-Hopf technique. Afterwards, several researchers investigated a number of diffraction problems by using the same technique. For example, Varlamov (1983; 1985) investigated internal wave diffraction by a semi-infinite horizontal wall present inside the liquid and by a semi-infinite elastic half plate present on the surface of the liquid. Gayen et al. $(2006 ; 2007)$ considered the problems of water wave diffraction by a surface strip and water wave scattering by two sharp discontinuities in the surface boundary conditions. Dolai and Mandal (2007) considered the problem of internal wave scattering by the edge of a semi-infinite inertial surface partly covering an exponentially stratified incompressible liquid of infinite depth. The concerned boundary value problem was solved by the use of Wiener-Hopf technique and obtained an asymptotic form of scattered field for a large distance from the edge.

In the present paper, the problem of internal wave diffraction by a strip of an elastic plate present on the upper surface of an exponentially stratified liquid of infinite depth is investigated. To solve the problem, the Wiener-Hopf technique is employed after introducing a complex parameter, as well as by slightly generalizing the surface boundary conditions, the edge conditions and the infinity requirements and taking the strip width to be large. The diffracted field is obtained in terms of integrals which are evaluated asymptotically for large distances from the edges of the plate by the method of steepest descent and interpreted physically.

For completeness, derivation of the Klien-Gordon equation is shown here by considering twodimensional motion in a stratified liquid occupying the region $y \leq 0$ when at rest, wherein the $y$-axis is chosen vertically upwards so that the upper surface of the liquid at the rest position coincides with the plane $y=0$. In the unperturbed state the density of the liquid is assumed to be of the form $\rho_{0}(0) \exp (-\beta y),(\beta>0)$, where $\rho_{0}(0)$ is the density at the top of the liquid, $\rho_{0}(y)$ being the unperturbed density at depth $y$. Then the linearised equations of motion are given by

$$
\begin{align*}
& \rho_{0}(y) \frac{\partial v_{x}}{\partial t}=-\frac{\partial p}{\partial x}  \tag{1.1}\\
& \rho_{0}(y) \frac{\partial v_{y}}{\partial t}=-\frac{\partial p}{\partial y}-\rho g  \tag{1.2}\\
& \frac{\partial \rho}{\partial t}+v_{y} \rho_{0}^{\prime}(y)=0 \tag{1.3}
\end{align*}
$$

while the equation of continuity is

$$
\begin{equation*}
\frac{\partial v_{x}}{\partial x}+\frac{\partial v_{y}}{\partial y}=0 \tag{1.4}
\end{equation*}
$$

where $v_{x}$ and $v_{y}$ denote the velocity components along the $x$ and $y$ directions, respectively, $\rho$ denotes the perturbed density due to the motion in the liquid, $p$ denote the dynamic pressure.

If $\psi(x, y ; t)$ denotes the stream function describing the motion in the liquid, then

$$
\begin{equation*}
v_{x}=\frac{\partial \psi}{\partial y}, \quad v_{y}=-\frac{\partial \psi}{\partial x} \tag{1.5}
\end{equation*}
$$

If we substitute

$$
\begin{equation*}
\psi(x, y ; t)=\Theta(x, y ; t) \exp (\beta y), \tag{1.6}
\end{equation*}
$$

it is then found that Eqs (1.1) to (1.4), after using the Boussinesq approximation, ultimately produce the partial differential equation

$$
\begin{equation*}
\frac{\partial}{\partial t^{2}}\left(\nabla^{2} \Theta-\beta^{2} \Theta\right)+\omega_{0}^{2} \frac{\partial^{2} \Theta}{\partial x^{2}}=0, \quad y \leq 0 \tag{1.7}
\end{equation*}
$$

where $\nabla^{2}$ denotes the two-dimensional Laplacian and $\omega_{0}=(2 \beta g)^{1 / 2}$ is the so-called Brunt-Vaisala frequency.

For plane wave solutions of the PDE (1.7), we write $\Theta(x, y ; t)=\operatorname{Re}\{\Theta(x, y) \exp (-i \omega t)\}$, where $\Theta(x, y)$ is now a complex valued function, $\omega$ is the circular frequency. If $\exp \left(i k_{1} x+i k_{2} y-i \omega t\right)$ represents the plane wave solution of Eq.(1.7), then the dispersion relation is

$$
\begin{equation*}
\omega^{2}=\frac{\omega_{0}^{2} k_{I}^{2}}{k_{l}^{2}+k_{2}^{2}+\beta^{2}} . \tag{1.8}
\end{equation*}
$$

The group velocity $V_{g}=\left(\frac{\partial \omega}{\partial k_{1}}, \frac{\partial \omega}{\partial k_{2}}\right)$ is then obtained as

$$
\begin{equation*}
V_{g}=\frac{\omega_{0} \operatorname{sign}\left(k_{1}\right)}{\left(k_{1}^{2}+k_{2}^{2}+\beta^{2}\right)^{3 / 2}}\left(k_{2}^{2}+\beta^{2},-k_{1} k_{2}\right) . \tag{1.9}
\end{equation*}
$$

Thus the directions of the group velocity $V_{g}$ and the wave vectors $k=\left(k_{1}, k_{2}\right)$ do not coincide unless $k_{2}=0$. Also, as the direction of $V_{g}$ determines the direction of energy flow in the wave, the direction of wave propagation is to be taken as the direction of $V_{g}$ rather than that of $k$. Again, from the dispersion relation (1.8), it is ensured that plane wave type solutions are possible only when $\omega<\omega_{0}$ and this will be assumed all throughout here. Thus the complex valued function $\Theta(x, y)$ satisfies

$$
\begin{equation*}
\frac{\partial^{2} \Theta}{\partial y^{2}}-\beta^{2} \Theta=\frac{1}{a^{2}} \frac{\partial^{2} \Theta}{\partial x^{2}}, \quad y \leq 0, \tag{1.10}
\end{equation*}
$$

which is the Klein-Gordon equation, where

$$
\begin{equation*}
\frac{1}{a^{2}}=\frac{\omega_{0}^{2}}{\omega^{2}}-1 \tag{1.11}
\end{equation*}
$$

## 2. Formulation of the problem

Let an incompressible inviscid exponentially stratified liquid occupy the half space $y \leq 0$ when at rest and the plane $(y=0, x<0) \cup(y=0, x>l)$ be the rest position of the free surface while the plane $(y=0,0<x<l)$ be the rest position of the elastic plate with surface density $\sigma_{l}$. For two-dimensional motion in the liquid, the linearised conditions at the free surface and at the plate surface are

$$
\begin{equation*}
\frac{g}{\omega^{2}} \frac{\partial^{2} \Theta}{\partial x^{2}}+\frac{\partial \Theta}{\partial y}+\beta \Theta=0 \quad \text { on } \quad y=0, \quad(x<0) \cup(x>l), \tag{2.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{c}{\rho_{0} \omega^{2}} \frac{\partial^{2} \Theta}{\partial x^{2}}+\frac{\partial \Theta}{\partial y}+\beta \Theta=0 \quad \text { on } \quad y=0, \quad 0<x<l \tag{2.2}
\end{equation*}
$$

where $\rho_{0} \equiv \rho_{0}(0)$ and

$$
\begin{equation*}
c=g \rho_{0}-\sigma_{I} \omega^{2} . \tag{2.3}
\end{equation*}
$$

We can assume that the constant $c$ is a positive quantity as long as $\omega<\omega_{0}$. This is due to the fact that under actual conditions concerning a stratified ocean, $\omega_{0}^{2} \approx 10^{-4} \mathrm{~Hz}^{2}$ and when the ocean is covered by a thin elastic plate of surface density $\sigma_{1}, \frac{g \rho_{0}}{\sigma_{l}} \approx 10 \mathrm{~Hz}^{2}$ (cf. Varlamov (1983)). Thus $\omega_{0}^{2}<\frac{g \rho_{0}}{\sigma_{l}}$ and hence $c>0$ since $\omega<\omega_{0}$ has already been assumed.

Let from the region $x<0, y<0$, a plane wave field represented by $\phi_{0}(x, y)=\exp (-i b y+i k x)$ where $k^{2}=a^{2}\left(b^{2}+\beta^{2}\right)$ and $b, k$ are taken to be positive, propagate from infinity and be incident on the edge of the inertial surface separating the free surface. The total wave field $\Theta$ can be represented in the form

$$
\begin{equation*}
\Theta(x, y)=\phi_{0}(x, y)+\phi_{I}(x, y)+\phi(x, y) \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi_{I}(x, y)=\mathrm{R} \exp (i b y+i k x), \tag{2.5}
\end{equation*}
$$

with

$$
R=\frac{i b-\beta+\frac{g k^{2}}{\omega^{2}}}{i b+\beta-\frac{g k^{2}}{\omega^{2}}},
$$

so that it represents the wave reflected from the free surface and $\phi(x, y)$ is the diffracted field, which satisfies the boundary value problem described by the Klein-Gordon equation

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial y^{2}}-\beta^{2} \phi=\frac{1}{a^{2}} \frac{\partial^{2} \phi}{\partial x^{2}}, \quad y<0, \tag{2.6}
\end{equation*}
$$

and the boundary conditions

$$
\begin{align*}
& \frac{g}{\omega^{2}} \frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial \phi}{\partial y}+\beta \phi=0 \quad \text { on } \quad y=0, \quad(x<0) \bigcup(x>l)  \tag{2.7}\\
& \frac{\partial^{6} \phi}{\partial x^{6}}+\frac{c}{\lambda} \frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\rho_{0} \omega^{2}}{\lambda}\left(\frac{\partial \phi}{\partial y}+\beta \phi\right)=A \exp (i k x) \quad \text { on } \quad y=0, \quad 0<x<l \tag{2.8}
\end{align*}
$$

where $\lambda$ denotes the rigidity of the elastic plate and

$$
A=\frac{k^{2}\left(k^{2}-\frac{\sigma_{I} \omega^{2}}{\lambda}\right)}{1+R}
$$

For the edge conditions, the derivative of $\phi$ upto the third order should be bounded at the edges and the higher derivatives at these points should have a singularity.

To apply the Wiener-Hopf technique for finding the solution for $\phi$, we assume that the constant $a$ occurring in the $\operatorname{PDE}$ (2.6) has a small positive imaginary part $\varepsilon$ so that the constant $k$ has a positive imaginary part $\delta(\varepsilon)=\left(b^{2}+\beta^{2}\right)^{1 / 2} \varepsilon$ which tends to zero as $\varepsilon \rightarrow 0+$.

Also $\phi$ satisfies the edge conditions

$$
\begin{equation*}
\left|\frac{\partial^{4} \phi}{\partial x^{4}}\right|=\left|\frac{\partial^{5} \phi}{\partial x^{5}}\right|=\left|\frac{\partial^{6} \phi}{\partial x^{6}}\right| \leq \text { constant } r^{-1 / 2} \tag{2.9}
\end{equation*}
$$

where $r=x$ as $x \rightarrow 0+$ and $r=l-x$ as $x \rightarrow l-0$ on $y=0$, and the condition at infinity, as given by

$$
\begin{equation*}
|\phi|+|\nabla \phi|+\cdots+\left|\frac{\partial^{6} \phi}{\partial x^{6}}\right| \leq \text { constant } \exp (-\chi(\varepsilon) r) \quad \text { as } \quad r=\left(x^{2}+y^{2}\right)^{1 / 2} \rightarrow \infty \tag{2.10}
\end{equation*}
$$

where $0<\chi(\varepsilon) \leq \min (\varepsilon \beta, \delta(\varepsilon))=\varepsilon \beta$ so that $\chi(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0+$.
In the next section, the three-part Wiener-Hopf technique is applied to solve the generalized BVP satisfying the Klein-Gordon Eq.(2.6) involving the complex parameter $a$, the surface boundary conditions (2.7) and (2.8), and the edge conditions (2.9) and the infinity requirements (2.10).

## 3. Solution of the problem

Let $\Phi(\alpha, y)$ denote the Fourier transform of $\phi(x, y)$ defined by

$$
\Phi(\alpha, y)=\int_{-\infty}^{\infty} \phi(x, y) \exp (i \alpha x) d x
$$

where $\alpha=\sigma+i \tau, \sigma$ and $\tau$ being real. Then

$$
\Phi(\alpha, y)=\Phi^{-}(\alpha, y)+\exp (i \alpha l) \Phi^{+}(\alpha, y)+\int_{0}^{l} \phi(x, y) \exp (i \alpha x) d x
$$

where,

$$
\begin{equation*}
\Phi^{-}(\alpha, y)=\int_{-\infty}^{0} \phi(x, y) \exp (i \alpha x) d x, \quad \Phi^{+}(\alpha, y)=\int_{l}^{\infty} \phi(x, y) \exp (i \alpha(x-l)) d x \tag{3.1}
\end{equation*}
$$

By using the condition (2.10) it is observed that $\Phi^{+}(\alpha, y)$ is regular in the upper half plane $\tau>-\chi(\varepsilon)$ and $\Phi^{-}(\alpha, y)$ is regular in the lower half plane $\tau<\chi(\varepsilon)$ of the complex $\alpha$-plane. Again by using the edge condition (2.9) along with the Abelian theorem (cf. Noble (1958)) we ensure that

$$
\begin{equation*}
\left|\Phi^{ \pm}(\alpha, y)\right|=O\left(|\alpha|^{-1}\right) \quad \text { as } \quad|\alpha| \rightarrow \infty \quad \text { in } \quad \tau_{>}^{<} \mp \chi(\varepsilon) . \tag{3.2}
\end{equation*}
$$

To use the Wiener - Hopf procedure, the boundary conditions (2.7) and (2.8) are written in the forms

$$
\frac{g}{\omega^{2}} \frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial \phi}{\partial y}+\beta \phi=\left\{\begin{array}{lll}
0 & \text { on } y=0 & \text { for } \quad(x<0) \bigcup(x>l)  \tag{3.3}\\
f(x) & \text { on } y=0 & \text { for } 0<x<l
\end{array}\right.
$$

and

$$
\frac{c}{\rho_{0} \omega^{2}} \frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial \phi}{\partial y}+\beta \phi=\left\{\begin{array}{lll}
A \exp (i k x) & \text { on } \quad y=0, \quad 0<x<l  \tag{3.4}\\
u(x) & \text { on } & y=0, \\
v(x) & \text { on } & y=0, \\
x>l
\end{array}\right.
$$

where $f(x)$ (for $0<x<l$ ), $u(x)$ (for $x<0$ ) and $v(x)$ (for $x>l$ ) are unknown functions having the behaviour at the points $x=0$ and $x=l$, as given by

$$
\begin{align*}
& f(x)=O(1) \quad \text { as } \quad x \rightarrow 0+\quad \text { and } \quad x \rightarrow l- \\
& u(x)=O(1) \quad \text { as } \quad x \rightarrow 0-  \tag{3.5}\\
& v(x)=O(1) \quad \text { as } \quad x \rightarrow l+
\end{align*}
$$

Now, the application of the Fourier transform technique to the PDE (2.6) produces the ordinary differential equation

$$
\begin{equation*}
\frac{d^{2} \Phi}{d y^{2}}-\frac{\gamma^{2}(\alpha)}{a^{2}} \Phi=0, \quad y<0 \tag{3.6}
\end{equation*}
$$

where $\gamma^{2}(\alpha)=\alpha^{2}-a^{2} \beta^{2}$ and we choose that branch of the function $\gamma(\alpha)=\left(\alpha^{2}-a^{2} \beta^{2}\right)^{1 / 2}$ for which $\gamma(0)=-i a \beta$ in the complex $\alpha$-plane cut along the line joining the points $-a \beta$ and $a \beta$ through infinity. A solution of Eq.(3.6) is

$$
\begin{equation*}
\Phi(\alpha, y)=D(\alpha) \exp \left\{\frac{i \gamma(\alpha)}{a} y\right\}, \quad y<0 \tag{3.7}
\end{equation*}
$$

where $D(\alpha)$ is an arbitrary function of $\alpha$, and is determined from the relations obtained by using the Fourier-transform on conditions (3.3) and (3.4) as given by

$$
\begin{equation*}
\left(\beta-\frac{c \alpha^{2}}{\rho_{0} \omega^{2}}\right) \Phi(\alpha, 0)+\frac{d \Phi}{d y}(\alpha, 0)=U^{-}(\alpha)+V^{+}(\alpha) \exp (i \alpha l)+\frac{A}{i(\alpha+k)}\{\exp [i(\alpha+k) l]-l\} \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\beta-\frac{g \alpha^{2}}{\omega^{2}}\right) \Phi(\alpha, 0)+\frac{d \Phi}{d y}(\alpha, 0)=F(\alpha) \tag{3.9}
\end{equation*}
$$

In Eqs (3.8) and (3.9) the three unknown functions $U^{-}(\alpha), V^{+}(\alpha)$ and $F(\alpha)$ are defined by

$$
\begin{align*}
& U^{-}(\alpha)=\int_{-\infty}^{0} u(x) \exp (i \alpha x) d x, \quad V^{+}(\alpha)=\int_{l}^{\infty} v(x) \exp \{i \alpha(x-l)\} d x  \tag{3.10}\\
& F(\alpha)=\int_{0}^{l} f(x) \exp (i \alpha x) d x
\end{align*}
$$

It can be shown that $U^{-}(\alpha)$ is analytic in the half plane $\tau<\chi(\varepsilon), V^{+}(\alpha)$ is analytic in the half plane $\tau>-\chi(\varepsilon)$ and $F(\alpha)$ is an integral function of $\alpha$. The use of the edge conditions (3.5) ensures that

$$
\begin{align*}
& U^{-}(\alpha)=O\left(|\alpha|^{-1}\right) \text { as } \quad|\alpha| \rightarrow \infty \quad \text { in } \quad \tau<\chi(\varepsilon), \\
& V^{+}(\alpha)=O\left(|\alpha|^{-1}\right) \text { as } \quad|\alpha| \rightarrow \infty \quad \text { in } \quad \tau>-\chi(\varepsilon),  \tag{3.11}\\
& F(\alpha)=O\left(|\alpha|^{-1}\right) \quad \text { as } \quad|\alpha| \rightarrow \infty \quad \text { in } \quad-\chi(\varepsilon)<\tau<\chi(\varepsilon) .
\end{align*}
$$

Using Eq.(3.7) in Eqs (3.8) and (3.9) and eliminating $D(\alpha)$, we obtain the following three-part Wiener-Hopf functional relation, for the determination of the three unknown functions $F(\alpha), U^{-}(\alpha)$ and $V^{+}(\alpha)$, as given by

$$
\begin{equation*}
\frac{F(\alpha)}{K(\alpha)}=-\left[A \frac{\exp \{i(\alpha+k) l\}-1}{i(\alpha+k)}+U^{-}(\alpha)+\exp (i \alpha l) V^{+}(\alpha)\right], \tag{3.12}
\end{equation*}
$$

valid in the strip $\tau_{-}<\tau<\tau_{+}$, where $\tau_{ \pm}$are chosen such that $-\chi(\varepsilon)<\tau_{-}<0<\tau_{+}<\chi(\varepsilon)$ and

$$
\begin{equation*}
K(\alpha)=\frac{-\frac{g \alpha^{2}}{\omega^{2}}+\frac{i \gamma}{a}+\beta}{\alpha^{6}+\frac{c \alpha^{2}}{\lambda}-\frac{\rho_{0} \omega^{2}}{\lambda}\left(\frac{i \gamma}{a}+\beta\right)} . \tag{3.13}
\end{equation*}
$$

To solve the Wiener - Hopf problem described by Eq.(3.12), it is necessary to factorize the function $K(\alpha)$ as $K(\alpha)=K^{+}(\alpha) K^{-}(\alpha)$ where $K^{+}(\alpha)$ is regular in the half plane $\tau>\tau_{-}$and $K^{-}(\alpha)$ is regular in
the half plane $\tau<\tau_{+}$. For these purpose, the cases $a^{2}<1$ and $a^{2}>1$ are to be considered separately. We note that for $a^{2}<1$ i.e., $\omega<\frac{\omega_{0}}{\sqrt{2}} \equiv \omega_{s}$ and for $a^{2}>1$ i.e., $\omega_{s}<\omega<\omega_{p}$ where

$$
\begin{equation*}
\omega_{p}^{2}=\omega_{s}^{2}\left(1-\frac{\sigma_{I} \omega_{0}^{2}}{2 g \rho_{0}}\right)^{-1} . \tag{3.14}
\end{equation*}
$$

The denominator of $K(\alpha)$ may be written as (cf. Varlamov (1985))

$$
(\gamma-i a \beta)\left(\gamma-\gamma_{0}\right) \prod_{m=1}^{4}\left(\gamma-\gamma_{m}\right)
$$

The terms $(\lambda-i a \beta)$ do not have zeros for the choice of that branch of $\gamma(\alpha)$ for which $\gamma(0)=-i a \beta$. Also, the factor $\gamma-\gamma_{0}$ does not have zeros when $0<\omega<\omega_{s}$ and has real zeros, say $\pm \alpha_{0}$ when $\omega_{p}<\omega<\omega_{0}$. In the $\alpha$-plane $\gamma_{m}$ represents complex numbers, which are arranged in two symmetric pairs with respect to the imaginary axis. The functions $\gamma-\gamma_{1}$ and $\gamma-\gamma_{2}$ have complex zeros $\pm \alpha_{1}$ and $\pm \alpha_{2}$ respectively, while $\gamma-\gamma_{3}$ and $\gamma-\gamma_{4}$ do not have any zeros. Thus we can write $K(\alpha)$ in Eq.(3.13) as

$$
K(\alpha)=\frac{\frac{g}{\omega^{2}}\left(\gamma+i a \beta \frac{a^{2}-1}{a^{2}+1}\right)}{\left(\gamma-\gamma_{0}\right)\left(\gamma-\gamma_{1}\right)\left(\gamma-\gamma_{2}\right)\left(\gamma-\gamma_{3}\right)\left(\gamma-\gamma_{4}\right)},
$$

$K(\alpha)$ is now factorized for the following two cases.
(a) Case-I: $0<a^{2}<1\left(0<\omega<\omega_{s}\right)$

In this case, we write $K(\alpha)$ as

$$
K(\alpha)=\frac{\frac{g}{\omega^{2}} L(\alpha)\left(\gamma+\gamma_{1}\right)\left(\gamma+\gamma_{2}\right)}{\left(\gamma-\gamma_{0}\right)\left(\alpha^{2}-\alpha_{1}^{2}\right)\left(\alpha^{2}-\alpha_{2}^{2}\right)\left(\gamma-\gamma_{3}\right)\left(\gamma-\gamma_{4}\right)}=\frac{\frac{g}{\omega^{2}} L(\alpha)}{\left(\alpha^{2}-\alpha_{1}^{2}\right)\left(\alpha^{2}-\alpha_{2}^{2}\right) N(\alpha)}
$$

where

$$
\begin{equation*}
L(\alpha)=\gamma(\alpha)-i a \beta \frac{1-a^{2}}{1+a^{2}}, \tag{3.15}
\end{equation*}
$$

and

$$
\begin{equation*}
N(\alpha)=\frac{\left(\gamma-\gamma_{0}\right)\left(\gamma-\gamma_{3}\right)\left(\gamma-\gamma_{4}\right)}{\left(\gamma+\gamma_{1}\right)\left(\gamma+\gamma_{2}\right)} . \tag{3.16}
\end{equation*}
$$

Thus

$$
K(\alpha)=K^{+}(\alpha) K^{-}(\alpha), \quad\left(K^{-}(\alpha)=K^{+}(-\alpha)\right)
$$

where

$$
K^{+}(\alpha)=\frac{\left(\frac{g}{\omega^{2}}\right)^{1 / 2} L^{+}(\alpha)}{\left(\alpha+\alpha_{1}\right)\left(\alpha+\alpha_{2}\right) N^{+}(\alpha)},
$$

and

$$
N(\alpha)=N^{+}(\alpha) N^{-}(\alpha), \quad\left(N^{-}(\alpha)=N^{+}(-\alpha)\right)
$$

The expressions for $N^{+}(\alpha)$ are not written here but it can be shown that

$$
N^{+}(\alpha)=O\left(|\alpha|^{1 / 2}\right) \quad \text { as } \quad|\alpha| \rightarrow \infty \quad \text { for } \quad \tau>\tau_{-}
$$

Thus

$$
\left|K^{+}(\alpha)\right|=O\left(|\alpha|^{-2}\right) \quad \text { as } \quad|\alpha| \rightarrow \infty \quad \text { for } \quad \tau>\tau_{-}
$$

Now multiplying both sides of Eq.(3.12) by $\frac{\exp (-i \alpha l)}{K^{-}(\alpha)}$ and rearranging, we obtain

$$
\begin{equation*}
A \frac{\exp (i k l) K^{+}(\alpha)}{i(\alpha+k)}-\eta^{+}(\alpha)+\varsigma^{+}(\alpha)+V^{+}(\alpha) K^{+}(\alpha)=-\frac{\exp (-i \alpha l) F(\alpha)}{K^{-}(\alpha)}+\eta^{-}(\alpha)-\varsigma^{-}(\alpha) \tag{3.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\varsigma^{+}(\alpha)+\varsigma^{-}(\alpha)=\exp (-i \alpha l) U^{-}(\alpha) K^{+}(\alpha), \quad \eta^{+}(\alpha)+\eta^{-}(\alpha)=A \frac{\exp (-i \alpha l)}{i(\alpha+k)} K^{+}(\alpha) \tag{3.18}
\end{equation*}
$$

In Eqs (3.18), $\varsigma^{+}(\alpha), \eta^{+}(\alpha)$ are analytic in $\tau>\tau_{-}$and $\varsigma^{-}(\alpha), \eta^{-}(\alpha)$ are analytic in $\tau<\tau_{+}$and their explicit forms can be obtained by employing the additive decomposition theorem (cf. Noble (1958), pp.13). Similarly, multiplying both sides of Eq.(3.17) by $\frac{1}{K^{+}(\alpha)}$ and rearranging we obtain

$$
\begin{align*}
& \frac{F(\alpha)}{K^{+}(\alpha)}+R^{+}(\alpha)+S^{+}(\alpha)-\frac{A}{i(\alpha+k)} K^{-}(-k)=-U^{-}(\alpha) K^{-}(\alpha)-R^{-}(\alpha)-S^{-}(\alpha)+  \tag{3.19}\\
& +\frac{A}{i(\alpha+k)}\left[K^{-}(\alpha)-K^{-}(-k)\right]
\end{align*}
$$

where

$$
\begin{equation*}
S^{+}(\alpha)+S^{-}(\alpha)=A \frac{\exp \{i(\alpha+k) l\}}{i(\alpha+k)} K^{-}(\alpha), \quad R^{+}(\alpha)+R^{-}(\alpha)=\exp (i \alpha l) V^{+}(\alpha) K^{-}(\alpha) \tag{3.20}
\end{equation*}
$$

$R^{+}(\alpha), S^{+}(\alpha)$ being analytic in $\tau>\tau_{-}$and $R^{-}(\alpha), S^{-}(\alpha)$ in $\tau<\tau_{+}$and their explicit forms being obtained by employing the additive decomposition theorem mentioned above.

The left side of Eqs (3.17) and (3.19) are analytic in $\tau>\tau_{-}$while the other sides are analytic in $\tau<\tau_{+}$. Using Eq.(3.11), it is seen that each side of Eqs (3.17) and (3.19) tends to zero as $|\alpha| \rightarrow \infty$ in the appropriate half planes having a common region $\tau_{-}<\tau<\tau_{+}$, so that by Liouville's theorem, each side is identically zero. We are interested in the left hand side of Eq.(3.17) and right hand side of Eq.(3.19).

For brevity, we introduce the notations

$$
\begin{equation*}
\Psi_{*}^{-}=U^{-}(\alpha)-\frac{A}{i(\alpha+k)}, \quad \Psi^{+}=V^{+}(\alpha)+A \frac{\exp (i k l)}{i(\alpha+k)} \tag{3.21}
\end{equation*}
$$

where the subscript star is used to indicate that $\Psi_{*}^{-}(\alpha)$ has a pole at $\alpha=-k$, but apart from this, it is analytic in $\tau<\tau_{+}$, and $\Psi^{+}(\alpha)$ is analytic in $\tau>\tau_{-}$. On equating to zero the left side of Eq.(3.17) and the right side of Eq.(3.19) and introducing the explicit expressions for $\varsigma^{+}(\alpha), \eta^{+}(\alpha), R^{-}(\alpha), \varsigma^{-}(\alpha)$ and using the notations (3.21), we obtain

$$
\begin{equation*}
K^{+}(\alpha) \Psi^{+}(\alpha)+\frac{1}{2 \pi i} \int_{-\infty+i c_{l}}^{\infty+i c_{l}} \frac{\exp (-i \xi l) K^{+}(\xi)}{\xi-\alpha} \Psi_{*}^{-}(\xi) d \xi=0, \quad \tau>\tau_{-}, \tag{3.22}
\end{equation*}
$$

and

$$
\begin{equation*}
K^{-}(\alpha) \Psi_{*}^{-}(\alpha)+\frac{A K^{-}(-k)}{i(\alpha+k)}-\frac{1}{2 \pi i} \int_{-\infty+i d_{l}}^{\infty+i d_{I}} \frac{\exp (i \xi l) K^{-}(\xi)}{\xi-\alpha} \Psi^{+}(\xi) d \xi=0, \quad \tau<\tau_{+} \tag{3.23}
\end{equation*}
$$

where $\tau_{-}<c_{1}<0<d_{1}<\tau_{+}$. We choose $c_{1}=-h, d_{l}=h$ where $h$ is positive, then replace $\xi$ by $-\xi$ in Eqs (3.22) and $\alpha$ by $-\alpha$ in Eqs (3.23). Noting that $K^{+}(-\alpha)=K^{-}(\alpha)$, this produces

$$
\begin{equation*}
K^{+}(\alpha) \Psi^{+}(\alpha)-\frac{1}{2 \pi i} \int_{-\infty+i h}^{\infty+i h} \frac{\exp (i \xi l) K^{-}(\xi)}{\xi+\alpha} \Psi_{*}^{-}(-\xi) d \xi=0 \tag{3.24}
\end{equation*}
$$

and

$$
\begin{equation*}
K^{+}(\alpha) \Psi_{*}^{-}(\alpha)-\frac{A K^{-}(-k)}{i(\alpha-k)}-\frac{1}{2 \pi i} \int_{-\infty+i h}^{\infty+i h} \frac{\exp (i \xi l) K^{-}(\xi)}{\xi+\alpha} \Psi^{+}(\xi) d \xi=0 \tag{3.25}
\end{equation*}
$$

where now $\tau>-h$ in both the Eqs (3.24) and (3.25). We define

$$
\begin{equation*}
S_{*}^{+}(\alpha)=\Psi^{+}(\alpha)+\Psi_{*}^{-}(-\alpha), \quad D_{*}^{+}(\alpha)=\Psi^{+}(\alpha)-\Psi_{*}^{-}(-\alpha) \tag{3.26}
\end{equation*}
$$

where in this case the star denotes that the expressions are analytic in $\tau>\tau_{-}$except for simple pole at $\alpha=k$. Then addition and subtraction of Eqs (3.24) and (3.25) produce

$$
\begin{equation*}
K^{+}(\alpha) S_{*}^{+}(\alpha)-\frac{A K^{+}(k)}{i(\alpha-k)}-\frac{1}{2 \pi i} \int_{-\infty+i h}^{\infty+i h} \frac{\exp (i \xi l) K^{-}(\xi)}{\xi+\alpha} S_{*}^{+}(\xi) d \xi=0, \quad \tau>-h \tag{3.27}
\end{equation*}
$$

and

$$
\begin{equation*}
K^{+}(\alpha) D_{*}^{+}(\alpha)+\frac{A K^{+}(k)}{i(\alpha-k)}+\frac{1}{2 \pi i} \int_{-\infty+i h}^{\infty+i h} \frac{\exp (i \xi l) K^{-}(\xi)}{\xi+\alpha} D_{*}^{+}(\xi) d \xi=0, \quad \tau>-h . \tag{3.28}
\end{equation*}
$$

Equations (3.27) and (3.28) are of the same type and can be treated for approximate solution for large $l$. We write them in a compact form, as given by

$$
\begin{equation*}
K^{+}(\alpha) F_{*}^{l+}(\alpha, \lambda)+\frac{\lambda A K^{+}(k)}{i(\alpha-k)}+\frac{\lambda}{2 \pi i} \int_{-\infty+i h}^{\infty+i h} \frac{\exp (i \xi l) K^{-}(\xi)}{\xi+\alpha} F_{*}^{l+}(\xi, \lambda) d \xi=0, \quad \tau>-h \tag{3.29}
\end{equation*}
$$

where $F_{*}^{l+}(\alpha, \lambda)$ is $S_{*}^{+}(\alpha)$ or $D_{*}^{+}(\alpha)$ for $\lambda=-1$ or +1 , so that from Eqs (3.21) and (3.26) to Eqs (3.28) we find that $F_{*}^{l+}(\alpha, \lambda)$ has the form

$$
\begin{equation*}
F_{*}^{l+}(\alpha, \lambda)=F^{l+}(\alpha, \lambda)+\frac{A}{i}\left(\frac{\exp (i k l)}{\alpha+k}-\frac{\lambda}{\alpha-k}\right) \tag{3.30}
\end{equation*}
$$

where $F^{l+}(\alpha, \lambda)$ is analytic in $\tau>\tau_{-}$, it being understood that $F^{1+}(\alpha, l)=V^{+}(\alpha)-U^{-}(-\alpha)$ and $F^{l+}(\alpha,-1)=V^{+}(\alpha)+U^{-}(-\alpha)$.

Now writing, in the integrand of the integral in the left hand side of Eq.(3.29)

$$
\begin{equation*}
K^{-}(\xi)=\frac{1}{K^{+}(\xi)}\left[-\frac{g}{\omega^{2}}+\frac{1}{\xi^{2}-\alpha_{0}^{2}}\left\{A_{l}+B_{I} \gamma(\xi)\right\}\right] \tag{3.31}
\end{equation*}
$$

where

$$
A_{l}=-2 a^{2} \beta^{2} \frac{\sigma_{l} \omega^{2}}{\left(1+a^{2}\right) c}\left(1-\frac{2 g \rho_{0}}{\left(1+a^{2}\right) c}\right) \frac{g}{\omega^{2}}, \quad B_{1}=-2 i a \beta \frac{\sigma_{1} g}{\left(1+a^{2}\right) c}
$$

it is clear that the integrand consists of two types of terms, the first type involves simple poles while the other type involves branch points at $\xi= \pm a \beta$ in the complex $\xi$-plane. In the presence of simple poles the integrals are evaluated by using the residue theorem after completing the contour by a semi-circle of a large radius in the upper half plane, and to evaluate the integrals involving the branch points, only one branch point, viz. $\xi=a \beta$ needs to be considered and as such a branch cut is taken parallel to the positive imaginary axis from $\xi=a \beta$ to infinity. Then the contour is deformed into the two sides of the branch cut and contributions from the poles, if any, are taken into account. The contributions from the two sides of the branch cut involve integrals of the form

$$
\begin{equation*}
\int_{0}^{\infty} \psi(u) u^{1 / 2} \exp (-u l) d u \tag{3.32}
\end{equation*}
$$

where $\psi(u)$ is an analytic function. If $I(l)$ denotes the integral (3.32) and for large $l$, it becomes asymptotically equal to

$$
\begin{equation*}
I(l) \approx \frac{\pi^{1 / 2}}{2}\left(\frac{1}{l}\right)^{3 / 2} \psi\left(\frac{3}{2 l}\right)+O\left(l^{-7 / 2}\right) \tag{3.33}
\end{equation*}
$$

Incorporating the aforesaid method we find that for large $l$,

$$
\begin{equation*}
\int_{-\infty+i h}^{\infty+i h} \frac{\exp (i \xi l) K^{-}(\xi)}{\xi+\alpha} F^{l+}(\xi, \lambda) d \xi \approx 2 \pi i\left[T_{l}(\alpha) F^{l+}\left(\alpha_{0}, \lambda\right)+T(\alpha) F^{l+}\left(\varepsilon^{\prime}, \lambda\right)\right] \tag{3.34}
\end{equation*}
$$

where

$$
T(\alpha)=-\pi^{1 / 2}\left(\frac{l}{l}\right)^{3 / 2} \frac{\exp (i l a \beta) \sqrt{a \beta+\varepsilon^{\prime}} \exp \left\{\frac{3 \pi i}{4}\right\}}{2 \pi i\left(\alpha+\varepsilon^{\prime}\right)\left(\varepsilon^{\prime 2}-\alpha_{0}^{2}\right) K^{+}\left(\varepsilon^{\prime}\right)}
$$

$$
T_{l}(\alpha)=\frac{\exp \left(i l \alpha_{0}\right)}{2 \alpha_{0}\left(\alpha_{0}+\alpha\right) K^{+}\left(\alpha_{0}\right)}\left(A_{l}+B_{l} \sqrt{\alpha_{0}^{2}-a^{2} \beta^{2}}\right), \quad \varepsilon^{\prime}=\varepsilon+\frac{3 i}{2 l} .
$$

Similarly

$$
\begin{equation*}
\int_{-\infty+i h}^{\infty+i h} \frac{\exp (i \xi l) K^{-}(\xi)}{(\xi+\alpha)(\xi+k)} d \xi \approx 2 \pi i\left[\frac{T_{l}(\alpha)}{\alpha_{0}+k}+R_{l}(\alpha)\right] \tag{3.35}
\end{equation*}
$$

where $R_{l}(\alpha)=\frac{T(\alpha)}{\varepsilon^{\prime}+k}$ and

$$
\begin{equation*}
\int_{-\infty+i h}^{\infty+i h} \frac{\exp (i \xi l) K^{-}(\xi)}{(\xi+\alpha)(\xi-k)} d \xi \approx 2 \pi i\left[\frac{T_{2}(\alpha)}{\alpha_{0}-k}+R_{2}(\alpha)\right] \tag{3.36}
\end{equation*}
$$

where $R_{2}(\alpha)=\frac{T(\alpha)}{\varepsilon^{\prime}-k}$ and

$$
\begin{aligned}
& T_{2}(\alpha)=\frac{l}{\alpha+k}\left\{-\frac{\exp (i k l)}{K^{+}(k)}\left(\frac{g}{\omega^{2}}\left(\alpha_{0}-k\right)+\frac{A_{l}}{\alpha_{0}+k}+\frac{B_{l} \sqrt{k^{2}-a^{2} \beta^{2}}}{\alpha_{0}+k}\right)\right\}+ \\
& +\frac{1}{\alpha+\alpha_{0}}\left\{\frac{\exp \left(i \alpha_{0} l\right)}{2 \alpha_{0} K^{+}\left(\alpha_{0}\right)}\left(A_{l}+B_{l} \sqrt{\alpha_{0}^{2}-a^{2} \beta^{2}}\right)\right\} .
\end{aligned}
$$

Using results (3.34), (3.35) and (3.36) for large $l$ in Eqs (3.29), we obtain an approximate relation between the function $F^{l+}(\alpha, \lambda)$ and the unknown quantities $F^{l+}\left(\alpha_{0}, \lambda\right), F^{l+}\left(\varepsilon^{\prime}, \lambda\right)$. Setting $\alpha=\alpha_{0}$ and $\alpha=\varepsilon^{\prime}$ in this we get two equations involving these two unknowns, which, when solved, produce

$$
\begin{align*}
& F^{I+}\left(\alpha_{0}, \lambda\right)=\frac{A}{i\left(A_{\lambda} D_{\lambda}-B_{\lambda} C_{\lambda}\right)}\left[\exp (i k l)\left(S_{\lambda} B_{\lambda}-Q_{\lambda} D_{\lambda}\right)+T_{\lambda} B_{\lambda}-R_{\lambda} D_{\lambda}\right],  \tag{3.37}\\
& A_{\lambda}=K^{+}\left(\alpha_{0}\right)+\lambda T_{l}\left(\alpha_{0}\right), \quad B_{\lambda}=\lambda T\left(\alpha_{0}\right), \\
& F^{I+}\left(\varepsilon^{\prime}, \lambda\right) \approx \frac{A}{i\left(A_{\lambda} D_{\lambda}-B_{\lambda} C_{\lambda}\right)}\left[\exp (i k l)\left(S_{\lambda} A_{\lambda}-Q_{\lambda} C_{\lambda}\right)+T_{\lambda} A_{\lambda}-R_{\lambda} C_{\lambda}\right],  \tag{3.38}\\
& C_{\lambda}=\lambda T_{l}\left(\varepsilon^{\prime}\right), \quad D_{\lambda}=K^{+}\left(\varepsilon^{\prime}\right)+\lambda T\left(\varepsilon^{\prime}\right), \quad Q_{\lambda}=\frac{K^{+}\left(\alpha_{0}\right)}{\alpha_{0}+k}+\lambda\left\{\frac{T_{l}\left(\alpha_{0}\right)}{\alpha_{0}+k}+R_{l}\left(\alpha_{0}\right)\right\}, \\
& R_{\lambda}=\lambda^{2}\left\{\frac{T_{2}\left(\alpha_{0}\right)}{\alpha_{0}-k}+R_{2}\left(\alpha_{0}\right)\right\}+\lambda\left\{\frac{K^{+}(k)}{\alpha_{0}-k}+\frac{K^{+}\left(\alpha_{0}\right)}{\alpha_{0}-k}\right\}, \\
& S_{\lambda}=\frac{K^{+}\left(\varepsilon^{\prime}\right)}{\varepsilon^{\prime}+k}+\lambda\left\{\frac{T_{l}\left(\varepsilon^{\prime}\right)}{\alpha_{0}+k}+R_{l}\left(\varepsilon^{\prime}\right)\right\}, T_{\lambda}=\lambda^{2}\left\{\frac{T_{2}\left(\varepsilon^{\prime}\right)}{\alpha_{0}-k}+R_{2}\left(\varepsilon^{\prime}\right)\right\}+\lambda\left\{\frac{K^{+}(k)}{\varepsilon^{\prime}-k}+\frac{K^{+}\left(\varepsilon^{\prime}\right)}{\varepsilon^{\prime}-k}\right\} . \tag{3.39}
\end{align*}
$$

Thus $F^{l+}(\alpha, \lambda)$ is obtained for large $l$ and is given by

$$
\begin{align*}
& F^{l+}(\alpha, \lambda) \approx \frac{1}{K^{+}(\alpha)}\left[-\frac{\lambda A K^{+}(k)}{i(\alpha-k)}-\frac{\lambda A \exp (i k l)}{i}\left(\frac{T_{1}(\alpha)}{\alpha_{0}+k}+R_{l}(\alpha)\right)-\frac{\lambda^{2} A}{i}\left(\frac{T_{2}(\alpha)}{\alpha_{0}-k}+R_{2}(\alpha)\right)+\right. \\
& \left.-K^{+}(\alpha)\left(\frac{A \exp (i k l)}{i(\alpha+k)}-\frac{\lambda A}{i(\alpha-k)}\right)-\lambda\left\{T_{l}(\alpha) F^{l+}\left(\alpha_{0}, \lambda\right)+T(\alpha) F^{l+}\left(\varepsilon^{\prime}, \lambda\right)\right\}\right] \tag{3.40}
\end{align*}
$$

where $F^{1+}\left(\alpha_{0}, \lambda\right)$ and $F^{1+}\left(\varepsilon^{\prime}, \lambda\right)$ are given in Eqs (3.37) and (3.38), respectively. Putting $\lambda=-1$ and 1 in Eq.(3.40) we obtain two equations for $V^{+}(\alpha)+U^{-}(\alpha)$ and $V^{+}(\alpha)-U^{-}(\alpha)$. By addition and subtraction we find $V^{+}(\alpha)$ and $U^{-}(\alpha)$ for large $l$. Replacing $\alpha$ by $-\alpha$ we obtain $U^{\alpha}$. Thus $V^{+}(\alpha)$ and $U^{+}(\alpha)$ are obtained for large $l$. Now the use of Eqs (3.7) in Eq.(3.8) produces $D(\alpha)$. Thus we obtain $D(\alpha)$ as
$D(\alpha)=\frac{H K^{+}(k)}{(\alpha+k)(\gamma-i a \beta) N^{+}(\alpha) L^{-}(\alpha)}+\frac{\left(\frac{\omega^{2}}{g}\right)^{l / 2}}{i(\gamma-i a \beta)}\left[\frac{1}{L^{-}(\alpha) N^{+}(\alpha)}\left\{\frac{A}{i}\left(\exp (i k l) R_{l}(-\alpha)+\frac{T_{l}(-\alpha)}{\alpha_{0}+k}\right)+\right.\right.$
$\left.\left.+C_{3} T(-\alpha)+C_{4} T_{1}(-\alpha)\right\}-\frac{\exp (i \alpha l)}{N^{-}(\alpha) L^{+}(\alpha)}\left\{\frac{A}{i}\left(R_{2}(\alpha)+\frac{T_{2}(\alpha)}{\alpha_{0}-k}\right)+C_{2} T_{1}(\alpha)+C_{1} T(\alpha)\right\}\right], \quad 0<\omega \leq \omega_{s}$
where

$$
\begin{align*}
& C_{1}=F^{l+}\left(\varepsilon^{\prime}, l\right)-F^{l+}\left(\varepsilon^{\prime},-1\right), \quad C_{2}=F^{l+}\left(\alpha_{0}, l\right)-F^{l+}\left(\alpha_{0},-l\right), \\
& C_{3}=F^{l+}\left(\varepsilon^{\prime}, l\right)+F^{l+}\left(\varepsilon^{\prime},-l\right), \quad C_{4}=F^{l+}\left(\alpha_{0}, l\right)+F^{l+}\left(\alpha_{0}, l\right), \quad H=i\left(\frac{\omega^{2}}{g}\right)^{1 / 2} A . \tag{3.42}
\end{align*}
$$

(b) Case-II: $a^{2}>1,\left(\omega_{s}<\omega<\omega_{0}\right)$

We find that in this case two sub-cases arising from $\omega<\omega_{p}$ and $\omega>\omega_{p}$ where $\omega_{s}<\omega_{p}<\omega_{0}$. (i) $\omega_{s}<\omega \leq \omega_{p}$

In this sub-case the numerator of $K(\alpha)$ has zeros at $\alpha= \pm \alpha_{s}$ for our choice of the branch $\gamma(\varepsilon)$. Thus we write

$$
\begin{align*}
& K(\alpha)=\frac{\frac{g}{\omega^{2}}\left(\alpha^{2}-\alpha_{s}^{2}\right)\left(\gamma+\gamma_{1}\right)\left(\gamma+\gamma_{2}\right)}{\left(\gamma-\gamma_{0}\right)\left(\alpha^{2}-\alpha_{1}^{2}\right)\left(\alpha^{2}-\alpha_{2}^{2}\right)\left(\gamma-\gamma_{3}\right)\left(\gamma-\gamma_{4}\right) M(\alpha)}=  \tag{3.43}\\
& =\frac{\frac{g}{\omega^{2}}\left(\alpha^{2}-\alpha_{s}^{2}\right)}{\left(\alpha^{2}-\alpha_{1}^{2}\right)\left(\alpha^{2}-\alpha_{2}^{2}\right) M(\alpha) N(\alpha)}
\end{align*}
$$

where

$$
M(\alpha)=\gamma(\alpha)-i a \beta \frac{a^{2}-1}{a^{2}+1}
$$

Thus

$$
\begin{equation*}
K^{+}(\alpha)=\frac{\left(\frac{g}{\omega^{2}}\right)^{1 / 2}\left(\alpha+\alpha_{s}\right)}{\left(\alpha+\alpha_{1}\right)\left(\alpha+\alpha_{2}\right) M^{+}(\alpha) N^{+}(\alpha)} . \tag{3.44}
\end{equation*}
$$

Proceeding as before, $D(\alpha)$ in this case is obtained as
$D(\alpha)=\frac{H K^{+}(k) M^{-}(\alpha)}{(\alpha+k)(\gamma-i a \beta)\left(\alpha-\alpha_{s}\right) N^{+}(\alpha)}+\frac{\left(\frac{\omega^{2}}{g}\right)^{1 / 2} M^{-}(\alpha)}{i(\gamma-i a \beta)\left(\alpha-\alpha_{s}\right) N^{+}(\alpha)}\left\{\frac{A}{i}\left(\exp (i k l) R_{l}(-\alpha)+\frac{T_{l}(-\alpha)}{\alpha_{0}+k}\right)+\right.$
$\left.+C_{3} T(-\alpha)+C_{4} T_{1}(-\alpha)\right\}-\frac{\left(\frac{\omega^{2}}{g}\right)^{1 / 2} \exp (i \alpha l) M^{+}(\alpha)}{i(\gamma-i a \beta)\left(\alpha+\alpha_{s}\right) N^{-}(\alpha)}\left\{\frac{A}{i}\left(R_{2}(\alpha)+\frac{T_{2}(\alpha)}{\alpha_{0}-k}\right)+C_{2} T_{l}(\alpha)+C_{1} T(\alpha)\right\}, \quad \omega_{s}<\omega \leq \omega_{p}$.
(ii) $\omega_{p}<\omega<\omega_{0}$

In this case, we can write

$$
\begin{align*}
& K(\alpha)=\frac{\frac{g}{\omega^{2}}\left(\alpha^{2}-\alpha_{s}^{2}\right)\left(\gamma+\gamma_{0}\right)\left(\gamma+\gamma_{1}\right)\left(\gamma+\gamma_{2}\right)}{\left(\alpha^{2}-\alpha_{0}^{2}\right)\left(\alpha^{2}-\alpha_{1}^{2}\right)\left(\alpha^{2}-\alpha_{2}^{2}\right)\left(\gamma-\gamma_{3}\right)\left(\gamma-\gamma_{4}\right) M(\alpha)}=  \tag{3.46}\\
& =\frac{\frac{g}{\omega^{2}}\left(\alpha^{2}-\alpha_{s}^{2}\right) P(\alpha)}{\left(\alpha^{2}-\alpha_{0}^{2}\right)\left(\alpha^{2}-\alpha_{1}^{2}\right)\left(\alpha^{2}-\alpha_{2}^{2}\right) M(\alpha)}
\end{align*}
$$

where

$$
P(\alpha)=\frac{\left(\gamma+\gamma_{0}\right)\left(\gamma+\gamma_{1}\right)\left(\gamma+\gamma_{2}\right)}{\left(\gamma-\gamma_{3}\right)\left(\gamma-\gamma_{4}\right)} .
$$

Thus

$$
K^{+}(\alpha)=\frac{\left(\frac{g}{\omega^{2}}\right)^{1 / 2}\left(\alpha+\alpha_{s}\right) P^{+}(\alpha)}{\left(\alpha+\alpha_{0}\right)\left(\alpha+\alpha_{1}\right)\left(\alpha+\alpha_{2}\right) M^{+}(\alpha)}
$$

Finally, $D(\alpha)$ in this case is obtained as
$D(\alpha)=\frac{H K^{+}(k) P^{+}(\alpha) M^{-}(\alpha)}{(\alpha+k)(\gamma-i a \beta)\left(\alpha-\alpha_{s}\right)\left(\alpha+\alpha_{0}\right)}+\frac{\left(\frac{\omega^{2}}{g}\right)^{1 / 2} P^{+}(\alpha) M^{-}(\alpha)}{i(\gamma-i a \beta)\left(\alpha-\alpha_{s}\right)\left(\alpha+\alpha_{0}\right)}\left\{\frac{A}{i}\left(\exp (i k l) R_{l}(-\alpha)+\frac{T_{l}(-\alpha)}{\alpha_{0}+k}\right)+\right.$
$\left.+C_{3} T(-\alpha)+C_{4} T_{l}(-\alpha)\right\}-\frac{\left(\frac{\omega^{2}}{g}\right)^{1 / 2} P^{-}(\alpha) M^{-}(\alpha)}{i(\gamma-i a \beta)\left(\alpha+\alpha_{s}\right)\left(\alpha-\alpha_{0}\right)}\left\{\frac{A}{i}\left(R_{2}(\alpha)+\frac{T_{2}(\alpha)}{\alpha_{0}-k}\right)+C_{2} T_{l}(\alpha)+C_{l} T(\alpha)\right\}, \omega_{p}<\omega<\omega_{0}$.

Now rewriting Eqs (3.41), (3.46) and (3.47) in a compact form and using Eq.(3.7) we obtain $\phi(x, y)$ for large $l$ after taking the Fourier inversion, as given by

$$
\begin{align*}
& \phi(x, y)=\frac{H K^{+}(k)}{2 \pi} \int_{-\infty}^{\infty} \frac{\Omega_{l}(\alpha) \exp \left(\frac{i \gamma(\alpha) y}{a}-i \alpha x\right)}{(\alpha+k)(\gamma-i a \beta) \Omega_{2}(\alpha)} d \alpha+\frac{\left(\frac{\omega^{2}}{g}\right)^{1 / 2}}{2 \pi i} \int_{-\infty}^{\infty} \frac{\Omega_{l}(\alpha) Q(\alpha) \exp \left(\frac{i \gamma(\alpha) y}{a}-i \alpha x\right)}{(\gamma-i a \beta) \Omega_{2}(\alpha)} d \alpha+  \tag{3.48}\\
& -\frac{\left(\frac{\omega^{2}}{g}\right)^{1 / 2}}{2 \pi i} \int_{-\infty}^{\infty} \frac{\Omega_{l}(-\alpha) R(\alpha) \exp \left(\frac{i \gamma(\alpha) y}{a}-i \alpha(x-l)\right)}{(\gamma-i a \beta) \Omega_{3}(\alpha)} d \alpha
\end{align*}
$$

where
and

$$
\begin{align*}
& Q(\alpha)=\frac{A}{i}\left(\exp (i k l) R_{l}(-\alpha)+\frac{T_{l}(-\alpha)}{\alpha_{0}+k}\right)+C_{3} T(-\alpha)+C_{4} T_{l}(-\alpha),  \tag{3.50}\\
& R(\alpha)=\frac{A}{i}\left(R_{2}(\alpha)+\frac{T_{2}(\alpha)}{\alpha_{0}-k}\right)+C_{2} T_{l}(\alpha)+C_{1} T(\alpha), \tag{3.51}
\end{align*}
$$

and $K^{+}(k)$ having appropriate values in different ranges of $\omega$ after making $\varepsilon \rightarrow 0$. The integration in Eq.(3.48) is taken along the real axis of the $\alpha$-plane with indentation above the negative poles and below the positive poles. In the next section we analyze the integrals in Eq.(3.48) asymptotically, for a large distance from the edges of the strip.

## 4. Asymptotic analysis of the solutions

For an asymptotic analysis of the integrals in Eq.(3.48), we introduce the polar co-ordinates ( $r_{-}, \theta_{-}$) and $\left(r_{+}, \theta_{+}\right)\left(0<\theta_{ \pm}<\pi\right)$, with centers at the end points $(0,0)$ and $(l, 0)$ of the strip, respectively. For
simplicity, we write the polar co-ordinate in the form $\left(r_{n}, \theta_{n}\right)$ where $n= \pm, 0<\theta_{n}<\pi$ and the angles $\theta_{n}$ are measured in a clockwise sense from the $x$-axis. We note that the characteristic equation of the PDE (2.6) represents a pair of straight lines $y= \pm a x$ and $y= \pm a(x-l)$ and forms a characteristic cone at the two ends of the strip, respectively (cf. Fig.1). These straight lines are inclined at angles $\theta_{c}$ and $\pi-\theta_{c}$ at points $(0,0)$ and $(0, l)$ with the $x$-axis, respectively, where $\theta_{c}$ is defined by $\tan \theta_{c}=a$. Let $\theta_{0}$ be defined by $\tan \theta_{0}=\frac{a^{2} b}{k}$, and then $\theta_{0}$ is the angle which the group velocity vector of the incident wave field $\phi_{0}$ makes with the $x$-axis.


Fig.1. Representation of characteristic equations at the ends of the elastic strip.
From the representation (3.48) it follows that $\phi(x, y)$ is continuous in the region $y \leq 0$ together with its derivatives upto the third order. The fourth order derivative of this function has a logarithmic singularity on the characteristics $\theta=\theta_{c}$ and $\theta=\pi-\theta_{c}$ which passes through the two ends of the strip $(0,0)$ and $(l, 0)$. The fifth and sixth order derivatives of the solution have a singularity of the order $\left|r \sin \left(\theta-\theta_{c}\right)\right|^{-1}$ and $\left|r \cos \left(\theta-\theta_{c}\right)\right|^{-1}$ respectively on the above mentioned characteristics.

Now it is convenient to write the integral in terms of polar co-ordinates $r_{n}$ and $\theta_{n}$, then

$$
\begin{equation*}
\varphi\left(r_{n}, \theta_{n}\right)=\int_{-\infty}^{\infty} \chi_{I}(\alpha) \exp \left(-i r_{n} f(\alpha)\right) d \alpha \tag{4.1}
\end{equation*}
$$

where

$$
f(\alpha)=\alpha \cos \theta_{n}+\frac{\sqrt{\alpha^{2}-a^{2} \beta^{2}}}{a} \sin \theta_{n},
$$

and

$$
\chi_{l}(\alpha)=\frac{H K^{+}(k)}{2 \pi} \frac{\Omega_{l}(\alpha)}{(\alpha+k)(\gamma-i a \beta) \Omega_{2}(\alpha)}+\frac{\left(\frac{\omega^{2}}{g}\right)^{1 / 2}}{2 \pi i}\left\{\frac{\Omega_{l}(\alpha) Q(\alpha)}{(\gamma-i a \beta) \Omega_{2}(\alpha)}-\frac{\Omega_{l}(-\alpha) R(\alpha)}{(\gamma-i a \beta) \Omega_{3}(\alpha)}\right\} .
$$

Saddle points of $\operatorname{Re} f(\alpha)$ occur when $f^{\prime}(\alpha)=0$, that is, when

$$
\frac{\alpha}{a \sqrt{\alpha^{2}-a^{2} \beta^{2}}} \sin \theta_{n}=-\cos \theta_{n}
$$

The solutions of this equation corresponding to the principal value of $\sqrt{\alpha^{2}-a^{2} \beta^{2}}$ are

$$
\begin{aligned}
& \alpha_{n}^{l}=-\frac{a^{2} \beta \cos \theta_{n}}{\Phi\left(\theta_{n}\right)} \text { where } \Phi\left(\theta_{n}\right)=\left(a^{2} \cos ^{2} \theta_{n}-\sin ^{2} \theta_{n}\right)^{1 / 2}>0 \\
& \alpha_{n}^{2}=\frac{i a^{2} \beta \cos \theta_{n}}{\Psi\left(\theta_{n}\right)} \text { where } \Psi\left(\theta_{n}\right)=\left(\sin ^{2} \theta_{n}-a^{2} \cos ^{2} \theta_{n}\right)^{1 / 2}>0
\end{aligned}
$$

For the saddle point $\alpha_{n}^{l}$

$$
\begin{equation*}
f\left(\alpha_{n}^{l}\right)=-\beta \Phi\left(\theta_{n}\right) \quad \text { and } \quad f^{\prime \prime}\left(\alpha_{n}^{1}\right)=-\frac{\Phi^{3}\left(\theta_{n}\right)}{a^{2} \beta \sin ^{2} \theta_{n}}>0 \tag{4.2}
\end{equation*}
$$

To apply the method of the steepest descent, we deform the path of integration into a contour $\Gamma$ which passes through the saddle point such that $i\left\{f(\alpha)-f\left(\alpha_{n}^{l}\right)\right\}$ is real and negative or zero on $\Gamma$. We define a continuous real variable $t_{l}$ by the equation

$$
\begin{equation*}
-i\left\{f(\alpha)-f\left(\alpha_{n}^{1}\right)\right\}=-\frac{1}{2} t_{l}^{2} \tag{4.3}
\end{equation*}
$$

for values of $\alpha$ on $\Gamma$.
To determine the sign of $t_{l}$, we assume $t_{l}$ to increase steadily as $\alpha$ moves along the path and it is clear that $t_{l}$ vanishes only when $\alpha=\alpha_{n}^{l}$. Then by the change of variable $\alpha$ to $t_{l}$, the integral taken along $\Gamma$ becomes

$$
\begin{equation*}
\varphi_{\Gamma}\left(r_{n}, \theta_{n}\right)=\exp \left\{-i r_{n} f\left(\alpha_{n}^{l}\right)\right\} \int_{-\infty}^{\infty} \exp \left\{-\frac{1}{2} r_{n} t_{l}^{2}\right\} \chi_{l}(\alpha) \frac{d \alpha}{d t_{1}} d t_{l} \tag{4.4}
\end{equation*}
$$

Near the saddle point $f^{\prime}\left(\alpha_{n}^{l}\right)=0$, we get approximately

$$
\begin{equation*}
-i\left\{f(\alpha)-f\left(\alpha_{n}^{l}\right)\right\} \approx-i\left[\frac{1}{2}\left(\alpha-\alpha_{n}\right)^{2} f^{\prime \prime}\left(\alpha_{n}^{l}\right)\right] \tag{4.5}
\end{equation*}
$$

so that we obtain from Eqs (4.2), (4.3), (4.5)

$$
\begin{equation*}
\alpha-\alpha_{n}^{l} \approx \pm \frac{a t_{1} \sin \theta_{n}}{\Phi\left(\theta_{n}\right)} \sqrt{\frac{\beta}{\Phi\left(\theta_{n}\right)}} \exp \left(\frac{i \pi}{4}\right) \tag{4.6}
\end{equation*}
$$

The sign is to be determined with reference to the sense in which the curve passes through the saddle point, and we are thus led to consider the general form of the deformed contour.
Points at which the path crosses the real $\alpha$-axis are given by the equation

$$
\begin{equation*}
\operatorname{Im}\left\{f(\alpha)-f\left(\alpha_{n}^{l}\right)\right\}=0 \quad(\alpha \text { real }) \tag{4.7}
\end{equation*}
$$

and it is found that, apart from the saddle point, there is only one such point, given by

$$
\begin{equation*}
\alpha_{n}^{I}=-\frac{\beta\left(a^{2} \cos ^{2} \theta_{n}-\sin ^{2} \theta_{n}\right)}{\cos \theta_{n}} . \tag{4.8}
\end{equation*}
$$

The asymptotic behaviour of the two branches of the path is represented by the equations

$$
\operatorname{Im}\left[\alpha\left\{-i\left( \pm \frac{\sin \theta_{n}}{a}\right)-i \cos \theta_{n}\right\}\right]=\beta \quad \Phi\left(\theta_{n}\right) .
$$

If $0<\theta_{n}<\pi / 2$, the path has the two asymptotes

$$
\sigma=-\beta a\left(\frac{a \cos \theta_{n}-\sin \theta_{n}}{a \cos \theta_{n}+\sin \theta_{n}}\right)=\sigma_{l} \text { (say) and } \sigma=-\beta a\left(\frac{a \cos \theta_{n}+\sin \theta_{n}}{a \cos \theta_{n}-\sin \theta_{n}}\right)=\sigma_{2} \text { (say), } \sigma_{2}<\sigma_{l} .
$$

The general form of the contour $\Gamma$ when $0<\theta_{-}<\pi / 2$ and passing through the saddle point $\alpha_{-}^{l}$, is shown in Fig.2.


Fig.2. Representation of contour passing through the saddle point in $(0, \pi / 2)$.
It is clear that the positive sign must be taken in formula (4.6) and if we substitute this expression for $\alpha-\alpha_{-}^{l}$ in integral (4.4) we readily obtain the dominant term of its asymptotic expansion. When $0<\theta_{+}<\pi / 2$, i.e., the contour passes through the saddle point $\alpha_{+}^{l}$, in a similar way we can obtain the dominant term of its asymptotic expansion. Thus for $0<\theta_{n}<\pi / 2$, the asymptotic expansion denoted by $\varphi_{n}^{l}$ is obtained as

$$
\begin{equation*}
\phi_{n}^{l} \approx \chi_{l}\left(\alpha_{n}^{l}\right) \frac{a \beta \sin \theta_{n}}{\Phi^{3 / 2}\left(\theta_{n}\right)} \sqrt{\frac{2 \pi}{\beta r_{n}}} \exp \left\{i r_{n} \beta \Phi\left(\theta_{n}\right)+\frac{i \pi}{4}\right\}+O\left(\frac{1}{\beta r_{n}}\right) . \tag{4.9}
\end{equation*}
$$

In the integral (3.48), the pole of the integrand occurs on the real axis at the point $\alpha=-k$. For $0<\theta_{-}<\pi / 2$, the deformation of the contour when passing through the saddle point $\alpha=\alpha_{-}^{l}$ is indicated in Fig.2. From this figure, it is seen that the contribution of the pole $\alpha=-k$ is to be considered here if $\theta_{-}<\theta_{0}$. Similarly, if the contour passes through the point $\alpha=\alpha_{+}^{l}$, then the contribution of the above pole is to be considered if $\theta_{+}>\theta_{0}$. Thus we obtain in this case

$$
\varphi(x, y)=\varphi_{2}-\varphi_{1} \quad(\text { say })
$$

where

$$
\begin{equation*}
\phi_{2}=-\frac{-\lambda k^{6}+c k^{2}+\rho_{0} \omega^{2}(i b-\beta)}{\lambda k^{6}+c k^{2}-\rho_{0} \omega^{2}(i b+\beta)} \exp (i b y+i k x) \tag{4.10}
\end{equation*}
$$

represents the wave reflected from the strip and $\varphi_{I}$ is the wave reflected from the free surface.
Again, the deformation of the same contour for $\theta_{n}$ ranging from $\pi / 2$ to $\pi$ is shown in Fig. 3 and we determine $\varphi_{n}^{l}$ similarly. Also, from integral (3.48), we have seen that $\omega$ varies from 0 to $\omega_{s}$ i.e., in $0<\theta_{c}<\pi / 4$ and $\pi-\frac{\pi}{4}<\theta_{c}<\pi$. Again, from the saddle points, it may be noted that $\Phi\left(\theta_{n}\right)$, i.e., $\left(a^{2} \cos ^{2} \theta_{n}-\sin ^{2} \theta_{n}\right)^{1 / 2}>0$ i.e., $0<\theta_{n}<\theta_{c}$ and $\pi-\theta_{c}<\theta_{n}<\pi$. Thus we conclude that $\varphi_{n}^{l}$ is the diffraction term arising in the region within the characteristic cone. It represents waves whose amplitude decays away from the edges of the strip like $\left(\beta r_{n}\right)^{-1 / 2}$.


Fig.3. Representation of contour passing through the saddle point in $(\pi / 2, \pi)$.
From Figs 2 and 3, it is clear that the integrals in Eq.(3.48) involving the poles $\alpha= \pm \alpha_{s}$ for $\omega_{s}<\omega<\omega_{0}$ (i.e., in the domain $\left.(x<0) \bigcup(x>l)\right)$ and the poles $\alpha= \pm \alpha_{0}$ for $\omega_{p}<\omega<\omega_{0} \quad$ (i.e., $0<x<l$ ) are to be evaluated by using the residue theorem and denoted by $\varphi_{s}$ and $\phi_{E S}$, respectively.

Thus

$$
\begin{align*}
& \phi_{s}=\frac{\Omega_{l}\left(\alpha_{s}\right) \exp \left[\frac{\beta}{1+a^{2}}\left\{\left(a^{2}-l\right) y-2 i a^{2} x\right\}\right]}{\left\{\gamma\left(\alpha_{s}\right)-i a \beta\right\} \Omega_{2}^{\prime}\left(\alpha_{s}\right)}\left[\frac{i H K^{+}(k)}{\alpha_{s}+k}+\left(\frac{\omega^{2}}{g}\right)^{l / 2} Q\left(\alpha_{s}\right)\right]+  \tag{4.11}\\
& -\left(\frac{\omega^{2}}{g}\right)^{1 / 2} \frac{\Omega_{l}\left(\alpha_{s}\right) R\left(-\alpha_{s}\right)}{\left\{\gamma\left(-\alpha_{s}\right)-i a \beta\right\} \Omega_{3}^{\prime}\left(-\alpha_{s}\right)} \exp \left[\frac{\beta}{1+a^{2}}\left\{\left(a^{2}-l\right) y+2 i a^{2}(x-l)\right\}\right]
\end{align*}
$$

and

$$
\begin{align*}
& \left.\left.\phi_{E S}=\frac{\Omega_{l}\left(-\alpha_{0}\right) \exp \left[\frac{\beta\left(1+a^{2}\right) c-2 g \rho_{0}}{\left(1+a^{2}\right) c} y+i \alpha_{0} x\right]}{\left\{\gamma\left(-\alpha_{0}\right)-i a \beta\right\} \Omega_{2}^{\prime}\left(-\alpha_{0}\right)}\right] \frac{i H K^{+}(k)}{k-\alpha_{0}}+\left(\frac{\omega^{2}}{g}\right)^{1 / 2} Q\left(-\alpha_{0}\right)\right]+ \\
& -\left(\frac{\omega^{2}}{g}\right)^{1 / 2}\left[\frac{\Omega_{l}\left(-\alpha_{0}\right) R\left(\alpha_{0}\right)}{\left\{\gamma\left(\alpha_{0}\right)-i a \beta\right\} \Omega_{3}^{\prime}\left(\alpha_{0}\right)} \exp \left[\frac{\beta\left(1+a^{2}\right) c-2 g \rho_{0}}{\left(1+a^{2}\right) c} y-i \alpha_{0}(x-l)\right]+\right.  \tag{4.12}\\
& +\frac{\Omega_{l}\left(-\alpha_{l}\right) R\left(\alpha_{l}\right)}{\left\{\gamma\left(\alpha_{l}\right)-i a \beta\right\} \Omega_{3}^{\prime}\left(\alpha_{l}\right)} \exp \left[\frac{i \gamma\left(\alpha_{l}\right) y}{a}-i \alpha_{l}(x-l)\right]+ \\
& \left.+\frac{\Omega_{l}\left(-\alpha_{2}\right) R\left(\alpha_{2}\right)}{\left\{\gamma\left(\alpha_{2}\right)-i a \beta\right\} \Omega_{3}^{\prime}\left(\alpha_{2}\right)} \exp \left[\frac{i \gamma\left(\alpha_{2}\right) y}{a}-i \alpha_{2}(x-l)\right]\right] .
\end{align*}
$$

Thus we see that $\phi_{s}$ is the combination of two waves of different amplitudes traveling away from the edges of the strip in different directions. Also $\phi_{s}$ is called the surface wave which is localized near the free surface and exists only for $\omega_{s}<\omega<\omega_{0}$.

Again from Eq.(4.12), we conclude that $\phi_{E S}$ is the sum of two waves, of different amplitudes, which exist in the region under the strip and after superposition, it forms a Kelvin wave, which is localized near the inertial strip for $\omega_{p}<\omega<\omega_{0}$.

When the contour passes through the saddle point $\alpha_{n}^{2}$, we can determine $\phi_{n}^{2}$ similarly. The term $\phi_{n}^{2}$ arises in the region $\theta_{c}<\theta_{n}<\pi-\theta_{c}$, due to diffraction, i.e., in the outside region of the characteristic cone. However, unlike $\phi_{n}^{l}$, it has no wave-like character and it decays exponentially away from the edge of the strip in the region $\theta_{c}<\theta_{n}<\pi-\theta_{c}$.

Thus

$$
\begin{equation*}
\phi_{n}^{2} \approx \chi_{I}\left(\alpha_{n}^{2}\right) \frac{a \beta \sin \theta_{n}}{\Psi^{3 / 2}\left(\theta_{n}\right)} \sqrt{\frac{2 \pi}{\beta r_{n}}} \exp \left\{-r_{n} \beta \Psi\left(\theta_{n}\right)+\frac{i \pi}{2}\right\}+O\left(\frac{1}{\beta r_{n}}\right) \tag{4.13}
\end{equation*}
$$

Hence the final result for the total wave field $\Theta$ is obtained in the following form

$$
\Theta=\left\{\begin{array}{l}
\phi_{0}+\phi_{I} \text { for } \theta_{+}<\theta_{0}  \tag{4.14}\\
\phi_{0}+\phi_{2} \text { for } \theta_{+}>\theta_{0} \cup \theta_{-}<\theta_{0} \\
\phi_{0}+\phi_{I} \text { for } \theta_{-}>\theta_{0}
\end{array}+\left\{\begin{array}{l}
\sum_{n} \phi_{n}^{l} \text { for } 0<\theta_{n}<\theta_{c} \\
\sum_{n} \phi_{n}^{2} \text { for } \theta_{c}<\theta_{n}<\pi-\theta_{c}+\phi_{s}+\phi_{E S} \\
\sum_{n} \phi_{n}^{l} \text { for } \pi-\theta_{c}<\theta_{n}<\pi
\end{array}\right.\right.
$$

Here $\phi_{2}$ is the wave reflected from the elastic plate. From the representation of $\phi_{2}$, it is clear that if we make rigidity of the elastic plate to tend to infinity and the surface density to tend to zero, then $\phi_{2}$ becomes a wave reflected from a solid wall. Also from relation (2.9), if $k^{2}=\left(\frac{\sigma_{I}}{\lambda}\right)^{1 / 2} \omega$, then we have $\phi_{2}=\phi_{1}$. In this case $\phi_{n}^{1}, \phi_{n}^{2}, \phi_{s}, \phi_{E S}$ all vanish, which correspond to the absence of diffraction.

For $k^{2} \neq\left(\frac{\sigma_{l}}{\lambda}\right)^{1 / 2} \omega, \phi_{n}^{l}$ represents the diffracted field in the region of the characteristic cone, i.e., $\theta_{n} \in\left[\left(0, \theta_{c}\right) \bigcup\left(\pi-\theta_{c}, \pi\right)\right]$. From the representation of $\theta_{n}^{l}$, it may be noted that the amplitude of the waves decays as $\left(\beta r_{n}\right)^{-1 / 2}$. The crests of these waves form a family of hyperbola with common asymptotes which coincide with the boundaries of the characteristic cones $\theta=\theta_{c}$ and $\theta=\pi-\theta_{c}$.

The term $\phi_{n}^{2}$ represents the diffracted field outside of the characteristic cones, i.e., $\theta_{n} \in\left(\theta_{c}, \pi-\theta_{c}\right)$. From the representation of $\phi_{n}^{2}$, it is also clear that the diffracted field in this region does not have a wave like character and it decays exponentially away from the edges of the strip in the region $\theta_{c}<\theta_{n}<\pi-\theta_{c}$. The term $\phi_{s}$ denotes the combination of two waves of different amplitudes traveling away from the edges of the strip in different directions, and $\phi_{E S}$ is the sum of two waves, also of different amplitudes, which exist in the region under the strip. Also we see that the integrand of Eq.(3.48) has four complex poles at the points $\pm \alpha_{1}$ and $\pm \alpha_{2}$ situated in the upper and lower half planes, respectively. We note that the residues of the integrand at the complex poles $-\alpha_{1},-\alpha_{2}$ decay exponentially on moving away from the left end of the strip and from the residues of the poles $\alpha_{1}, \alpha_{2}$, we also note that in the presence of the second edge of the elastic strip two progressive waves propagate in the region of the right side characteristic cone.

## 5. Conclusion

In this paper, the problem of internal wave diffraction by a strip of an elastic plate present on the surface of an exponentially stratified liquid is investigated. The problem is formulated in terms of a function related to the stream function and the associated boundary value problem involves the Klein-Gordon equation. In the mathematical analysis, we use the approximate Wiener-Hopf technique for a large width of the strip and the diffracted field is obtained in terms of integrals, which are evaluated asymptotically in different regions for a large distance from the edges of the strip. The characteristic equation of the KleinGordon equation represents a pair of straight lines, which forms two characteristic cones with centers at the two ends of the strip respectively. Again, we see that the diffracted field has wave like character in the region of the characteristic cones, but outside the characteristic cones it has no wave like character. We also note that the wave generated due to the presence of the strip is at higher frequencies than the wave generated on the free surface of the liquid. Also we conclude that two progressive waves propagate in the region of the characteristic cone lying on the right side.

## Nomenclature

$$
\begin{aligned}
l & \text { - length of the elastic plate } \\
p & - \text { dynamic pressure } \\
R & \text { - reflection coefficient } \\
t & - \text { time } \\
v_{x}-x & - \text { component of velocity }
\end{aligned}
$$

$$
\begin{aligned}
v_{y}-y & \text { - component of velocity } \\
x & \text { - horizontal distance } \\
y & \text { - vertical distance } \\
\Theta & \text { - total wave field } \\
\lambda & \text { - rigidity of the elastic plate } \\
\rho & \text { - perturbed density } \\
\rho_{0} & \text { - density at the free surface } \\
\sigma_{1} & \text { - density of the elastic plate } \\
\phi & \text { - diffracted field } \\
\phi_{0} & \text { - incident internal wave field } \\
\phi_{1} & \text { - reflected wave field from the free surface } \\
\phi_{2} & \text { - reflected wave field from the strip } \\
\psi & \text { - stream function } \\
\omega & \text { - circular frequency } \\
\omega_{0} & \text { - Brunt-Vaisala frequency }
\end{aligned}
$$
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