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FOREWORD

For the past 40 years I have been observing with great pleasure and high regard the
dynamic development of the Faculty of Electrical Engineering, Computer Science and
Telecommunications as well as the entire University of Zielona Goéra. The success of
the Faculty is a result of the great commitment and effort of its staff, with whom I
have been closely cooperating for many years. Some of them, including Prof. Jozef
Korbicz, Prof. Krzysztof Gatkowski and Prof. Marian Adamski — just to mention a
few, have also been my friends. It is with great respect and admiration that I have
been observing their success and involvement in the development of the Faculty and
the entire University.

I have the great honour and pleasure to recommend to the reader the present
valuable monograph, which summarises the Faculty’s many years’ research works
and international cooperation within the COPERNICUS project, the 5th Framework
Programme as well as research projects conducted together with French, German and
English universities.

The monograph presents in a synthetic and original way selected methods of
solving effectively problems related to metrology, process modelling, digital control
systems design, diagnostics and power electronics.

In the first part of the monograph (Chapters 1-6), particular attention is focused
on the design of measurement systems and circuits, the estimation of temporal pa-
rameters of distributed measurement and control systems, and the configuration of
sensor networks.

The second part of the monograph (Chapters 6-9) is devoted to selected issues of
automatic control and technical diagnostics, computational intelligence methods and
their application to diagnostic systems. The use of fuzzy logic and artificial neural
networks for modelling non-linear processes deserves particular attention.

The third part of the monograph (Chapters 10-15) presents in an interesting way
the issues of information processing and digital systems design, digital image analysis
and identification methods as well as optimal design of control systems.

The closing part of the monograph (Chapters 16-19) is concerned with power
electronic converters of electrical current. A considerable amount of attention is paid
to transition processes in power electronic feedback converters.



On the occasion of the 40th anniversary of the foundation of the Faculty, I would
like to wish all of its staff members continuous success in their research and educational
activities. May the coming years and decades be most successful for you! I also hope
for a wonderful, dynamic development of the Faculty and the University of Zielona
Gora for the sake of Polish academic research.

Warsaw, January 2007 Tadeusz KACZOREK

Honorary Doctor
of the University of Zielona Gora

vi



MULTIFACETED DISCOURSE ON
INFORMATION TECHNOLOGIES

1. Introduction

As a long-standing friend of the Faculty of Electrical Engineering, Computer Science
and Telecommunications of the University of Zielona Gora, which in June 2007 cele-
brates the 40th anniversary of its foundation, I have the honour of adding a foreword
to this great monograph published on the above-mentioned occasion and containing
the most valuable research works of the Faculty’s staff. I perceive this task as a reward
and honour, although fulfilling it has turned out to be quite difficult, since the wide
range of subject matters contained in the book considerably impedes finding a con-
cept that could be exposed as being representative of the entire monograph. Pondering
upon what links the four headwords composing the title of the book: Measurements,
Models, Systems and Design, I have come to the conclusion that the “common denom-
inator” searched for is the fact that both the title headwords and the content of the 19
chapters touch upon information technologies. Therefore, in this foreword, I take the
liberty of presenting my own view on the content of the monograph as well as its main
threads seen from the viewpoint of information technologies, being the leitmotif and a
factor blending together this multiauthored and multithreaded research monograph.

Information technologies are presently one of the key issues in the development of
contemporary engineering, although their role is by no means limited to that. Those
technologies so deeply penetrate the social tissue of countries, nations, continents
and the whole world that it is becoming more and more common to perceive the
future society as information society. That will probably be the future of our poli-
tics, culture and civilization, although one must admit that the term is interpreted
differently by different researchers, while various politicians, willingly exploiting the
idea of information society as a trendy and support-providing synonym of progress
and development, in much the same diversified fashion mark the path presumably
leading to that somewhat mythical society of the future. In the present book, written
by outstanding engineers and researchers representing technical sciences, the idea of
information technology does not in fact appear overtly, but information as such — very
much so. Therefore, — shall precede further deliberations on the content and value of
the book with a brief discussion of the concept of information.



2. Information as an indispensable part of reality

Information is nowadays one of the most frequently used terms. Innumerable comput-
ers collect and process information, the Internet and other communications systems
transfer it, while political scientists claim that in knowledge-based economy informa-
tion will be a most valuable carrier, analogous to great estates in the feudal system
and financial resources in capitalist economy. We are plied with information — not
always of the highest quality — by the media, information — not always true — desta-
bilizes authorities, various information services are the apple of somebody’s eye or a
thorn in somebody else’s side. In a word — information is a trendy idea.

Yet if one tried to obtain a very reliable and precise definition of what information
is, it would turn out that most of those who popularly use this term in every-day
life were unable to provide such an explanation. What is more, although there have
already been written many clever treaties on mutual relations between such concepts
as data, information and knowledge, this area is by no means an unquestionable one.
Even the Web’s Wikipedia, renowned for precise and friendly (clear) definitions of
various complicated ideas, provides us with a definition of information full of references
to other notions which reads as follows: Information as a concept bears a diversity of
meanings, from everyday usage to technical settings. Generally speaking, the concept
of information is closely related to notions of constraint, communication, control,
data, form, instruction, knowledge, meaning, mental stimulus, pattern, perception,
and representation. This definition is neither easy nor “friendly”, while that fact that
it is further elaborated on throughout several pages of the encyclopedia certainly does
not help to understand what information really is.

Of course, I will not even attempt proposing in this foreword any new definitions
of such a difficult concept, as the task would be as much risky as it is pointless, but I
will discuss a fact that often escapes the attention of both popular users of the idea
of information and specialist on various types of information technologies. Namely,
information is an indispensable and extremely important part of the world we live
in, with or without computers, cellular phones, the Internet and other IT products.
Information is an ingredient of existence that is as elementary and necessary as the
surrounding matter and the energy that keeps it moving and transforming.

To illustrate the thesis I will use a figure from a book of minel!!, published 30
years ago but still by all means up-to-date (Fig. 1). Part a of the schema presents
a diagram of a simple water turbine, which can use energy provided by water and
conduct some particular useful work. If, however, there is no energy (in the form of
flowing water), the movement will stop and the turbine will become useless, which is
presented in Part b of the schema. Energy on its own, without the physical content, is
useless as well — if there is no turbine, the energy of the flowing water cannot be used
(Part ¢). From the diagram presented in Part d of the figure it is obvious that the
studied device can be useless also in a situation when both the energy (water) and
the physical content (turbine) are in place — the entire system will not be working

(1] Kulik C. and Tadeusiewicz R. (1974): Elements of Economic Cybernetics. — Course book of
the Cracow University of Economics, (in Polish).
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Fig. 1. Relations between matter, energy and information using the example of a simple
engineering system (water turbine). Detailed discussion can be found in the text.

since the turbine is not mounted properly. The proper way of mounting it stands in
this case for information. If it is missing, the physical and energy contents, although
present, will not be able to fulfill their tasks.

3. Information as a common element of the published research
results of the staff of the University of Zielona Géra

Moving from the general — although greatly simplified — deliberations, provided in
the preceding part as a digression, on to the proper aim of the foreword, which
is presenting and discussing in brief the content of the monograph, I would like to
stress that the dominating part of information processes is a key linking and blending
together those somehow thematically diversified works into one coherent piece. Let
us look closely at what the authors focus on in particular chapters.

In the book, according to its title, one can distinguish at the beginning a cluster
of works related to metrology. The issue can be perceived through details — one
can, for example, analyse new measurement methods or new sensor and converter
constructions, design measurement systems, improve measurement signal processing
techniques, and scientifically examine all of those and other problems that are parts
of widely understood measurement technology. Yet if wishing to approach all those
issues in a more general way, one should first of all note that, carrying out any of
the above-mentioned tasks, we will always be dealing in fact with an information
process. Every measurement is a method of obtaining some important (quantita-
tive or qualitative) information. Each signal processing algorithm is in fact aimed at
isolating and clearing (from disturbances and noise expressing the omnipresent ten-
dency for an increase in entropy) the components of useful information. Each analysis
of measurement results and each decision-making process (e.g., related to diagnos-
tics) on the basis of measurements and registration of various signals definitely have
an informative character. Therefore, despite the multidirectionality of the works on
measurements and methods of processing their results, collected in the book, we are

ix



dealing here with a multifaceted discourse of many outstanding researchers, which is
united by a drive to obtain reliable information.

Another title and content part of the discussed book is related to modelling
methodology, which is one of the best-developed techniques for obtaining information
on those features of analysed elements of reality that are not directly observable or
measurable. When modelling various systems, we are always dealing with two exis-
tences with different physical and energy characteristics (I am intentionally relating
here to the closing paragraphs of the previous section of the foreword). These ex-
istences, which constitute the task of modelling and the basis for model evaluation,
are respectively the system under consideration (physical, technical, biological, social,
economic, etc.) and its idealised abstract form known as the model. An original sys-
tem bears many unique features and characteristics — for example, it holds a specific
position in space and time, which may not be occupied by any other system. It pos-
sesses physical and energy components which cannot be duplicated without incurring
considerable costs. None of those unique features of the original system can be found
in its model, which can in turn have a symbolic character (notion model of a system
without formalisation elements), take the form of abstract mathematical notations, or
be implemented in a computer system as a simulation model. Despite, however, the
fundamental differences between the original system and its model, there exists a link
which makes the model a useful prognostic and inspection tool for the monitoring or
control of the real system. This link between the model and the object of modelling
is located in the very sphere of information. In a real object there are physical exis-
tences, while in a model — abstractive symbolic ones (including here also datasets in
the registers of a digital machine simulating a given system). However, the relations
between the physical existences in a real system and the abstractive ones in a model
can be united with an isomorphic dependency due to which, from the viewpoint of
information, there exists between the model and the system an affinity so close that
the examination of the model can provide useful conclusions regarding the system.

The third thread in the discussed book is a widely understood notion of sys-
tems. As is well known, the term can be applied actually to any unique object since,
according to the most general definition, a system is a set of interwoven elements.
Therefore, this broad term can indicate both particular technical devices and living
organisms or their pieces, as well as social structures, economic regularities or even
philosophical concepts. Of course, depending on what systems we focus on, their form
may differ, yet because the book considered discusses mainly systems of automatic
control and technical diagnostics as well as information processing systems and elec-
trical energy converters, we are dealing here again with a dominating information
motif. The essence of processes found in the discussed systems consists in passing on
or processing information, and most of the tools and methods considered contain an
IT element. Therefore, the book recommended here has informative connotations in
this context as well, which shows and proves again how extensive and multilayered a
term information is.

And last, but not least, component of this rich book is related to the concept of
design. The essence of design is abstractive creation of existences priorly absent and



conceived by the designer with their knowledge, imagination and — what is becoming
increasingly important — the beneficial IT tools. After the design process the project
is implemented, which means engaging various physical components: machinery, elec-
tronic parts, software, etc., but this is already project implementation and no longer
the design process. At the design stage the final product is a concept, a concrete and
detailed yet still abstract vision of the object being designed. The concept, vision,
technical or methodological drawing, block diagram of the algorithm, specification of
parts and materials and many other factors that we may employ during design are
all information pieces. Thus the designer, regardless of what and how they are
designing, is actually the creator of a new piece of information.

4. Closing remarks

The above discussion shows that although the recommended anniversary monograph
of the Faculty of Electrical Engineering, Computer Science and Telecommunications
of the University of Zielona Gora contains 19 independent works of separate teams,
covering a wide spectrum of various research projects conducted at the Faculty, it does
possess a uniting link. Namely, all of the book chapters relate to one concept and cor-
respond to one subject matter by touching upon information. Because each author
had perceived and described this fundamental concept from a different viewpoint and
with reference to different needs, they eventually created a most valuable multi-
faceted discourse on information, or, more precisely, a discourse on information
technologies. It is my belief that in times of knowledge-based economy, information
society and omnipresent information technologies, the monograph is worth adding to
our book collection to refer to it on various occasions, as it truly contains knowledge
of highest order.

Ryszard TADEUSIEWICZ

Honorary Doctor
of the University of Zielona Goéra

Cracow, January 2007

http://www.agh.edu.pl/uczelnia/tad/
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PREFACE

The growing complexity of modern technical facilities and devices, technological lines
and industrial systems together with the need for meeting high reliability and control
quality requirements constitutes a challenge for many engineering fields, particularly
automatic control, technical diagnostics, computer science, electrical metrology and
electrical engineering. The aim of the present collective monograph is concise presenta-
tion of selected research methods that effectively solve problems related to metrology,
process modelling, automatic control and diagnostics, digital systems design as well
as industrial power electronics from the viewpoint of the requirements of modern
technical processes and devices.

The monograph is composed of 19 chapters, which can be divided into several
parts. The first one, comprising six chapters (1-6), is concerned with issues related
to measurements and the design of measurement systems and circuits. This part
discusses, among other things, the correction of distortions in input circuits of mea-
surement systems, the design of voltage and current calibrators, the determination
of temporal parameters of distributed measurement and control systems as well as
advanced mathematical issues regarding the design of sensor network configurations
for distributed parameter systems.

The second part (Chapters 6-9) presents selected problems of automatic con-
trol and technical diagnostics. Attention is mainly paid to intelligent computation
methods and possibilities of their effective application, particularly in diagnostic sys-
tems. The possibility of employing fuzzy logic and artificial neural networks for the
modelling of non-linear processes and their usage in fault detection systems are dis-
cussed. Taking into account the complexity of optimisation processes when designing
diagnostic systems, evolutionary methods of solving those are presented. A separate
chapter discusses multidimensional (nD) systems and repetitive processes together
with selected methods of their analysis and control.

The subsequent part of the monograph is composed of Chapters 10-15, which
discuss the issues of information processing and digital systems design. Methods of
quantum information processing with application to cryptography as well as selected
methods of digital image analysis and identification together with three-dimensional
wavelet compression of visual sequences are studied. Separate chapters are devoted
to the design of reconfigurable logic controllers implemented using modern FPGA



logic structures and hardware description languages. This part also discusses optimal
design of control systems using programmable logic devices of the PAL and PLA
types, and others.

The closing part of the monograph is concerned primarily with power electronic
converters of electrical current. AC converters and research into transition processes
in feedback power electronic converters are discussed, together with issues related to
electromagnetic compatibility of systems with power electronic converters.

The book is a result of research works carried out at the Faculty of Electrical
Engineering, Computer Science and Telecommunications of the University of Zielona
Gora (up till 2001 — the Technical University of Zielona Géra) over many years. The
authors are employees of the four institutes composing the Faculty: the Institute of
Computer Engineering and Electronics, the Institute of Electrical Engineering, the
Institute of Electrical Metrology, and the Institute of Control and Computation En-
gineering. The research and application results presented in the monograph were to a
large extent obtained within numerous Faculty research projects financed by the Pol-
ish State Committee for Scientific Research/Ministry of Science and Higher Education
in the years 1993-2006 as well as the COPERNICUS (1997-1999) and 5th Framework
Programme projects financed by the European Union. Some results were obtained
in the framework of international research projects within bilateral agreements with
France (POLONIUM programme) and the UK (British Council programme). Other
research projects were financed, for example, by the University of Hong Kong (2003—
2004).

The book is recommended for PhD students and engineers interested in issues
related to metrology, modelling, control systems design and diagnostics. The interdis-
ciplinary content may be found useful in the context of both automatic control and
computer science as well as electrical engineering and power electronics.

Zielona Gora, February 2007
Jozef KORBICZ

http://www.weit.uz.zgora.pl/users/J_Korbicz/
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Chapter 1

MEASUREMENT AND REPRODUCTION

OF A COMPLEX VOLTAGE RATIO WITH

THE APPLICATION OF DIGITAL SIGNAL
PROCESSING ALGORITHMS

Ryszard RYBSKI*, Janusz KACZMAREK*

1.1. Introduction

The measurement and reproduction of the complex voltage ratio is one of the most
important processes fundamental for the operation principles of devices and systems
for the measurement of such electric quantities as power, phase angle or impedance. In
the last years, the natural tendency connected with digital signal processing methods
applied in measurements circuits has been observed. This results from, among other
things, the accessibility of first-class sampling voltmeters, data acquisition cards, pro-
grammable generators and calibrators of sinusoidal signals, as well as the functional
software on the market. Owing to that, it is possible to create, in a relatively simple
way, measurement systems with good metrological properties (Bell, 1990; Callegaro
and D’Elia, 2001; Ilic and Butorac, 2001; Kaczmarek and Rybski, 1995; Ramm et
al., 1999; Rybski and Kaczmarek, 1997). Research had been done in many scientific
centers, whose results will permit to answer the fundamental question of to what
extent the methods of digital signal processing can be applied in high-accuracy mea-
surement circuits of the AC current, and to what degree they can make essential
supplementing of accurate classical analog measurement circuits, as well as to what
degree they can replace these circuits. Answers to the questions posed this way will
have great practical meaning. Circuits performing digital signal processing algorithms
are relatively easy to integrate. Hence, it will be possible to construct systems whose
functions and properties will be changed in a significant degree by a change of the
software. Circuits of this type can perform very different functions, from autonomous

* Institute of Electrical Metrology
e-mails: {r.rybski, j.kaczmarek}@ime.uz.zgora.pl
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measuring devices, through data acquisition cards and intelligent nodes of distributed
measurement systems, to signals conditioning circuits integrated with sensors.

At the beginning of the 1980s, there was a growing interest in the circuits in
which DSP methods were applied to the measurement and reproduction of the com-
plex voltage ratio. The application range of DSP methods is strictly connected withe
the growing possibilities of their technical realization (e.g. by using A/D and D/A
converters with high resolution, signal processors, etc.). The rapid development of
equipment possibilities accompanies the development of new DSP algorithms and
methods, as well as the extension of the application area of the measurements of elec-
tric and nonelectric quantities. For example, specialized high accuracy measurement
systems based on digital signal generation and sampling method are designed in the
area connected to the calibration of measurement instruments of impedance, power
and phase angle. In the future, these systems are supposed to enable the remote
calibration of devices at a user’s place via the Internet (the so-called e-calibration).

Simultaneously, a growing area of application in digital measurements of the
complex voltages ratio, which are not connected to the standards and calibration,
e.g. for determining the frequency characteristics of functional blocks of measurement
circuits (amplifiers, current-to-voltage transducers (Locci and Muscas, 2001; Sasdelli
et al., 1998)) and in measurements of nonelectric quantities (e.g. measurements of
linear displacement by using transformer sensors (Crescini et al., 1998; Rybski and
Krajewski, 2003)) is observed.

For many years, the authors have been into both the theoretical and experimental
research oriented towards accurate measurements of electric quantities with DSP al-
gorithms. Among others, there are the following research topics: methods and circuits
for the reproduction and measurement of the complex voltage ratio, the calibration
of methods and circuits, as well as their application in impedance comparators and
AC power calibrators. Some research results from the above area are presented in this
chapter.

1.2. Digital sine-wave sources for the reproduction of the complex
voltage ratio

1.2.1. Complex voltage ratio

The complex ratio of two AC voltages can be reproduced in AC current measurement
circuits by using the impedance voltage divider (Fig. 1.1(a)), the inductive voltage
divider (Fig. 1.1(b)), two voltage sources connected in series (Fig.1.1c), or the voltage
instrumentation amplifier (Fig. 1.1(d)) (Skubis, 1995). Figure 1.1(e) shows two digital
voltage sine-wave sources, DSVSland DSVS2, connected in series, which provide the
voltage, V; and V, with adjustment possibilities of the amplitude, frequency and
initial phase. A case when f; = fo = f is exclusively analyzed in this paper. Moreover,
it is assumed that the internal impedance of sources is negligibly small.

The complex voltage ratio on the outputs of the sources is equal to the ratio of
their complex amplitudes V; and V,, and is given by means of the equation

K, ==L, (1.1)
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Fig. 1.1. Circuits reproducing the complex voltages ratio: (a) impedance voltage divider,
(b) inductive voltage divider, (c) two voltage sources connected in series, (d) voltage
instrumentation amplifier, (e) two digital voltage sources connected in series

It is possible to show the complex voltage ratio in the form

Je1 . ;
Ky = % B “2;@2 = %ej(wr“”) = Kyel¥V, (1.2)

where V, and V, are amplitudes of voltages V| and V,, ¢1, 2 represent the initial
phase angle of the voltages V; and V,, Ky is the magnitude of the complex voltage
ratio, and py is the argument of the complex voltage ratio.

1.2.2. Digital sine-wave sources
1.2.2.1. Sinusoidal voltage generation based on direct digital synthesis techniques

The most frequently applied methods of frequency synthesis are as follows:

e direct synthesis — four fundamental operations: multiplication, division, addition
and subtraction are used in this method; the tasks are carried out by the quartz
oscillator on the frequency of a generated signal.

e indirect synthesis — synchronized oscillators with the application of the syn-
chronizing phase loop as well as programmed frequency dividers are used in this
method.

e digital frequency synthesis, also known as direct digital synthesis, which can be
characterized in the following way:

— the frequency of the output signal is exclusively determined by mathematical
processing (binary operations) and clock impulses from a reference quartz
generator,

— the generated sinusoidal signal is given, in the preliminary stage of the syn-
thesis, in the form of the sequence of binary numbers (samples),

— the sequence of binary numbers is converted into the analog form in the next
stage of the synthesis.
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In the digital method of frequency synthesis, a time continuous function x(¢) is
determined in the range of time 0 < ¢ < T, the root is divided into a finite number
of N identical time periods (Fig. 1.2). Referring to the beginning of each range At, a
value of the function z(t) is assigned to the entire range (as a sample) z(nAt).

Fig. 1.2. Uniformly sampled sinusoidal function

It is possible to assign the phase increment wAt to each time period At and then,
in reference to the harmonic signals, it is possible to show the function xz(nAt) in the
form

z1 (nAt) = X sin (wnAt + ¢), (1.3)

as well as
x2 (nAt) = X cos (wnAt + ¢) , (1.4)

where X, w and ¢ are signal parameters: the amplitude, frequency (radian per second)
and initial phase angle, respectively.

Using Euler’s equation and assuming that X = 1, ¢ = 0, it is possible to write
the functions (1.3) and (1.4) in a different form:

sin (wnAt) = Im [ejw”m] , (1.5)
cos (wnAt) = Re [ej‘”"m] . (1.6)

Assuming that the frequency f is determined by the relation

1
f= o (1.7
the function ‘ .
egwnAt _ ejﬁn (18)

represents the complex amplitude of the sinusoidal signal with the unity amplitude
and zero initial phase, and it can be shown on a complex plain in the unity circle form
(Fig. 1.3).

Using the vector graph (Fig. 1.3) and taking the earlier assumption of the con-
stancy of function in every of n time intervals, it is possible to construct the timing
diagram of the function (1.8). The diagram is presented in Fig. 1.4.

Digital synthesis of frequency assumes that a binary number referring to the value
of a sampled sinusoidal function is assigned to each time interval. Through periodical
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Fig. 1.3. Graphical representation of a complex sinusoidal signal
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Fig. 1.4. Applying digital frequency synthesis to create a sinusoidal signal

repetition of their values, the stepwise function, approximating the desired sine-wave,
is yielded.

In the practical realization of the digital frequency synthesis method, the values of
samples of the sinusoidal function are most often put into the semiconductor memory.
The speed of reading the samples from the memory (angle speed of the vector in the
Fig. 1.3) decides about the frequency of the generated signal. A digital sinusoidal
signal on the memory output is converted into the analog form (voltage signal) via a
digital-to-analog converter (Fig. 1.5).

The task of the phase quantization circuit relies on the way of changes in the
argument of the sinusoidal function (phase increment) according to the algorithm
applied, which is appropriate for the described method of synthesis.

The signal containing information about the phase of the generated signal and
changing to the beat of clock impulses with the frequency fc is processed by the con-
verter phase/amplitude to the digital sinusoidal signal. In most cases, the semiconduc-
tor memory is used as the phase/amplitude converter. In such a case, the output signal
of the phase quantization circuit is used to address storage cells that contain appro-
priate values of the sine function. Specialized integrated circuits containing in their
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Fig. 1.5. Principles of operation of the voltage source with digital frequency synthesis

structure the phase quantization circuit and the phase/amplitude converter (DDS
integrated circuits) have been accessible on the market for some time. They permit
the generation of the sinusoidal voltage in the form of a sequence of digital words
representing consecutive values of the sinusoidal function. Additionally, the complete
integrated programmable generators of the voltage sine-wave (with any shape of the
waveform on the generator output), which the method of the digital frequency syn-
thesis is based on, are produced. The complete realization of the operations carried
out by the phase quantization circuit and the phase/amplitude converter is also pos-
sible by means of software. In this case, the DSP processor carries out all necessary
tasks. The high computational efficiency of digital signal processors makes it possible
to calculate the value of the sample of the sinusoidal function in real time.

Two essential methods of direct digital frequency synthesis on account of deter-
mining the way of the incremental phase and the way of the phase quantization circuit
solution are distinguished (Ciglaric et al., 2002; Lapuh and Svetik, 1997):

e direct frequency division method,
e phase accumulation method.

Method of direct frequency division. An address counter acts as the phase quan-
tization circuit in the method of direct frequency division (Fig. 1.6).

—T T == |
Je Il Frequency : Address N LCS)(I)IIZ | D/A Jo
| Divider | Counter - P "
| [ Table
e e —— -

Fig. 1.6. Block diagram of the voltage source based
on the method of direct frequency dividing

The size of the address counter, equal to the number M of address bits of the
memory that contains the sine function values, determines the number of samples by
the period. The frequency of the output signal is calculated from the formula

_fe

fo =42

(1.9)

For a given value of M, it is possible to change the frequency of the output
signal by changing the frequency of clock impulses. A divider of the frequency usually
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applies in this case. A constant number of samples — independently of the frequency of
the generated signal — in the period is a characteristic feature of this method. Hence,
the method is called sometimes the waveform with the Constant Number of Samples
(CNS) per period.

Method of phase accumulation. The principle of operation of the voltage source,
to which the method of the phase accumulation was applied, is shown in Fig. 1.7.
The change in the argument of the generated function is being carried out by the
phase accumulator. Clock impulses with the fo frequency cause cyclic increment, by
a certain value of F4 of the digital F' word entered in a frequency register, of the
contents of the L-bits register-accumulator.

Je
L
Sine fo
P .
L Freql'lency » Sumator M| Accumulator » Lookup > D/A —>
Register Table

Phase Accumulator

Fig. 1.7. Block diagram of the voltage source based on the method of phase accumulation
Each clock impulse causes a change in the state of the phase accumulator by the value

2

A(ZSZF;XAQZ)min:F’A2Lv

(1.10)

where A¢ is the phase increment of the generated signal responding to the F4 value

of the digital word, A¢min is the lowest possible increment of phase of the generated

signal, L is the size of the phase accumulator. The most significant P bits of the phase

accumulator are used to address the memory containing samples of the sine function.
The frequency of the generated output signal equals

Jo= FAJ;—f. (1.11)

A constant value of the sampling impulse duration of each sample is a characteris-
tic feature of the phase accumulation method. Hence, the method is called also the
waveform with Constant SamplingTime (CST).

Sinusoidal voltage generation by the digital frequency synthesis method is an
operation as a result of which a stepwise waveform is produced approximating the
sine-wave. The desirable quality of approximation depends on the required metro-
logical parameters resulting from the expected application. On the other hand, the
choice of the method of digital synthesis, suitable selection of the characteristic for
its parameters, especially the number of samples in the period as well as the accuracy
of their digital representation and, finally, the parameters of the electronic circuits
applied in the practical realization, are decisive for the quality of generated voltage.

In digital sources based on digital synthesis, the fundamental advantages are very
high resolution of the settings of the frequency (about pHz) and phase (below 0.01°),
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good frequency, phase and amplitude stabilities, digital control of the basic parame-
ters of the generated signal, the possibility of synchronising the generated voltage
signal with signals controlling the operation of different devices and measurement
circuits, easiness of sine-wave generation with very small frequencies. Limitations in
the application of the digital synthesis method result, above all, from the presence of
a higher harmonic in the spectrum of the generated signal and relatively small value
of its maximum frequency. However, the weight of these limitations can be different
depending on the destination of the generator. It is possible, particularly in the range
of lower frequencies, to generate voltage signals with small distortions below 0.01%. It
is also possible, due to the very dynamic progress in the technology of DDS integrated
circuits as well as fast and accurate DAC converters, to generate the voltage in the
range of hundreds MHz.

Digital sources of the sine-wave voltage taken to reproduce the complex voltage
ratio should be characterized by high accuracy and resolution of the settings of the
amplitude, phase and frequencies. Moreover high time stability of the quantities listed
above is necessary. The generated voltage signal should have a low level of higher
harmonics and noise.

1.2.2.2. Accuracy of digital sources of the sinusoidal voltage

Modeling the process of creating, from N equal intervals (samples) by period, the step-

wise waveform approximating sinusoidal function (Fig. 1.8(a)), it is possible to use the

circuit consisting of the impulse generator and zero-order extrapolator (Fig. 1.8(b)).
The sinusoidal signal, continuous in time,

z (t) = X sin (wot) , (1.12)

of the frequency fy is sampled, in the impulse generator circuit, with the sampling
frequency fs. A impulse sampled signal zp (), which represents the samples z(nTs)
of the signal x(t), is yielded as a result of the sampling. The zero-order extrapolator
turns the impulse signal zp(¢) into the stepwise signal zgr(t).

x(t), xsp(t) |
x(t) —
o (0 (0 A0
A _ D Zero-order xs
Extarpolator
I3
t

h 1 B I
(a) (b)
Fig. 1.8. Model of stepwise signal generation (a) timing waveform,

(b) schematic block diagram

The spectrum of the output signal comprises the fundamental frequency fy and the
higher harmonic frequencies f = kfc + fo, where k = 1,2, ..., whose amplitudes are
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determined as follows:

X (fo) = X,nsinc G%) , (1.13)
X (kfs + fo) = Xnsine [ﬂ (k + JJf_Z)] . (1.14)

It is possible to show the amplitudes of spectrum components in the form making
it possible to easily estimate the influence of the number of samples IV of the sinusoidal
signal (falling on one period of the reproducing sine-wave) on their values:

X (fo) = Xmsinc (%) : (1.15)
1
X (kfs £ fo) = Xysinc [w (k + N)] . (1.16)
The amplitude spectrum of the stepwise waveform is shown in Fig. 1.9.
X(f
Xm =7 \\
| A | N A
fo Is-fo  fstfo 2s-fo  2fstfo

Fig. 1.9. Amplitude spectrum of the stepwise waveform

The relation which was determined by means of the equation (1.15) between the
amplitude error of the fundamental harmonic and the number of samples in the period
is shown in the Fig. 1.10.

1,0E+04
1,0E+02 -

1,0E+00 -

ppm

1,0E-02

1,0E-04 T T
10 100 1000 10000 100000

Number of samples by period

Fig. 1.10. Amplitude error of the fundamental harmonic from the
number of samples in the period of the generated signal

The influence of the quantization error is described in detail in the literature from
a statistical perspective. It is assumed that the quantization error e accompanying



10 R. Rybski and J. Kaczmarek

the quantization process makes up the kind of noise whose value fits in the range
+(1/2)q, where ¢ is the range of the quantization. Establishing uniform distribution
for the density function p(e) of the probability of the quantization error, the variance
is equal to

q/2
2—/ 2()cl—f (1.17)
- = e“p(e e—12. .
—q/2

In the circuit of digital synthesis with a K bits D/A converter, for the reproduc-
tion of the sine-wave, the ratio of signal to quantization noise equals

% — (6.02K + 1.76) dB. (1.18)

The process quantization introduces additional components in the spectrum of
the digitally generated waveform, whose frequencies are an integral multiple of the
fundamental harmonic frequency. The influence of these harmonics is not always es-
sential. For example, in impedance measurement circuits with a selective detector,
the spectrum frequency range around the fundamental harmonic is most interest-
ing. The SNR relation as a function of the K number of bits is shown graphically
in Fig 1.11, and quantization influence on the amplitude error of the fundamental
harmonic determined by a computer simulation is shown in Fig. 1.12.

120

80 A

L
40

SNR [dB]

0 T T T T
8 10 12 14 16 18

number of bits

Fig. 1.11. Signal to noise ratio caused by the quantization process

1,0E-04

1,0E-05 -
1,0E-06 -

1,0E-07 -

absolute error

1,0E-08 . . . .
8 10 12 14 16 18
number of bits

Fig. 1.12. Amplitude error of the fundamental harmonic caused by quantization, N = 65536

Apart from the above analysis, the number of samples in the period and a quan-
tization error, the following parameters, among others, also have an influence on the
quality of the digitally generated stepwise waveform: spike impulses, oscillations from
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dynamic properties of the D/A converter, appearing on the output, jitter and sta-
tic parameters of the D/A converter. A detailed analysis of their influence exceeds
the scope of the presented study; however, it is possible to find in (Rybski, 2004)
appropriate information on the subject.

1.3. Complex voltage measurement using the discrete
Fourier transform

The determination of the voltage ratio of two AC current voltages with great accuracy
is among, other things, indispensable in accurate measurements of impedances, power
and ratios of precise voltage dividers and measuring transformers. Now, for measuring
the AC voltage ratio, sampling methods with DSP algorithms are used more often
and successfully.

The endeavor to increase measurement accuracy requires minimizing the error re-
lated to the sampling and quantization of signals. Very promising results were obtained
in measuring systems in which sampled signals were produced with the application of
the direct digital synthesis method, at the same time ensuring full synchronization of
digital sources of signals and sampling schemes (Kiirten Ihlenfeld et al., 2003; Ramm
et al., 1999; Ramm and Moser, 2001; 2003). The results of work in this area indicate
the possibility of measuring complex voltage ratios in the range of a low frequency
(from about 1 kHz), with uncertainty at the level of 1 x 107°.

For many years at the Institute of Electrical Metrology works related to the
application of the sampling method and also direct digital synthesis in systems for
impedance measurements have been conducted. Among others, systems based on com-
mercial data acquisition cards and permitting the comparison of impedance compo-
nents with the uncertainty of 1 x 10~ (Rybski and Kaczmarek, 2000; 2001; 2002)
were developed. The increase in accuracy in these systems requires the application
of high-resolution A/D converters simultaneously omitting sample-and-hold circuits
that introduce additional errors. The application of commercial sampling voltmeters in
the measurement system (e.g. HP3458A type) with the so-called integrative sampling
mode created new capabilities (Kampik et al., 2000; Muciek J. and Muciek A., 1999;
Pogliano, 2002; 2006). The values of samples appointed in the integrative sampling
mode are equal to the averages of the sampled signal in time equal to the integration
time. The programming capability of the integration time allows exerting an effect on
the accuracy of the analog-to-digital conversion process.

The concept of the measurement of a complex voltage ratio with the employ-
ment of integrative sampling and the discrete Fourier transform is also presented.
Main sources of the errors of measurements were analyzed, particularly taking into
consideration the consequences of non-ideal synchronization of sampled and sampling
signals.

1.3.1. Sampling method for the measurement of a complex voltage ratio

As a result of using integral sampling in order to acquire the periodic signal v(¢) with
the period T and the limited frequency band at f, (Fig. 1.13), the following series of
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samples is obtained:

kTs+Ty
1
v (KTs) = v (k) = - / v(B)dt, k=0,1,... N -1, (1.19)
kT

where k is the number of the sample, IV is the number of samples in the period T, Ts
is the sampling period, T7 is the integration time.

A V(1) /,_7\
d
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T;

»
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<

Fig. 1.13. Illustration of integrative sampling

It is assumed that sampling is synchronous, which means that

1
N - Ts=T=-. (1.20)
f
The discrete Fourier transform of a signal given in the form of a series of samples v (k)
is equal to

N—1
DFT (mf)=DFT(m) =Y v (k)ed ¥km, (1.21)

k=0
where m = 0,1,..., N — 1 means the number of the harmonic of the frequency spec-

trum of the analyzed signal.

In order to determine the spectrum of a signal v(t) from the relation (1.21), it is
necessary to introduce a correction coefficient K (m) (Pogliano, 1997) that results from
a finite sampling time. Hence, the relation describing the spectrum can be expressed

as follows: )

where K (m) is defined as
K(m) = 7Sin7r(;2ffnm) e, (1.23)

and for given m takes on a constant value which can be determined provided that the
integration time 77 and the frequency f of the analyzed signal are known.

Taking into consideration the equations (1.21)—(1.23), the frequency spectrum of
a signal v(t) can be written as

WT]fm

S

e ImTifm o=i%Fkm (1.24)



1. Measurement and reproduction of a complex voltage ratio. .. 13

In accurate measurements carried out in alternating current circuits (i.e. impedance
measurements, ratio measurements of inductive voltage dividers and measuring trans-
formers), the complex ratio is determined only for fundamental harmonics. Hence,
restricting further deliberations to the fundamental harmonic of the signal v(t), from
relation (1.24) for m = 1 we obtain:

T f Ty
V()= bm(ﬂfﬂf eIttt Z . (1.25)

The fundamental harmonic calculated from the relation (1.25) can be written as
follows:
V(1) =Re[V ()] +4Im[V (1)]. (1.26)

Further, it is assumed that signals determined from their voltage ratio are de-
fined as

vy (t) = Vi sin (2n ft) (1.27)
va (1) = Vo sin 27 ft + @) . (1.28)

Taking the procedure outlined above into consideration, the following relations
are determined, which makes it possible to calculate the real and imaginary parts of
the complex voltage ratio of the signals v1(¢) and wva(t):

_ Re[Vi ()] + jTm [V1 (1)]
~ Re[Va (1)] + jIm [V (1)]

K, = A+ 3B, (1.29)

also, based on integrative samples and the DFT algorithm, the magnitude and argu-
ment are given respectively as

Ky = \/(A)? + (B)?, (1.30)

p = arctan (g) . (1.31)

1.3.2. Error sources of complex voltage ratio measurement
by the sampling method

The main error sources include the synchronization error, the influence of higher
harmonics, the influence of voltmeter uncertainty. The analysis of the synchronization
error is shown below. In (Rybski et al., 2004), the remained sources of errors were
investigated in detail.

One of the conditions of proper determination of frequency spectrum components
with the employment of the discrete Fourier transform is synchronous sampling, boil-
ing down to the implementation of a condition expressed with the relation (1.20). For
accurate measurements of voltage ratios, ensuring a negligible synchronization error
defined as the difference between the real frequency of signal sampling and its value
resulting from the relation (1.20) constitutes a necessary condition to obtain a result
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of the measurement with acceptable uncertainty. The most advantageous solution in
this situation would be clocked with the same clock signal of the sampling voltmeter
(precisely — the A/C converter employed in the voltmeter) and also the source (or
sources) of sinusoidal signals used in the measurement system. Such possibility exists
when digitally synthesized sinusoidal voltage sources are employed, and the sampling
voltmeter has appropriate outputs with synchronizing signals. In that case, the influ-
ence of the synchronization error on the accuracy of the measurement of a complex
voltage ratio is very small (below 1 x 10~% (Kiirten Ihlenfeld et al., 2003)). However, it
remains difficult to remove the uncertainty evoked by fluctuations (jitter) of the sys-
tem clock generator. If there are commercial instruments employed in the system, then
the assurance of hardware synchronization is not always possible. Then, a sinusoidal
voltage generator with high resolution and accuracy of frequency setting should be
used. An additional influence of synchronization error occurs if both sinusoidal signals
are not sampled simultaneously. This situation takes place if one sampling voltmeter
is used to measure the voltage ratio, and the sampled signals are connected to its in-
put in order (sequentially) with the assistance of the controlled switch (Fig. 1.14(b)).
In the application of sequential sampling, an account should be taken of an additional
component of the systematic error of voltage ratio measurement. This is evoked by
the synchronization error and its value can be many times greater in comparison with
the error that will stand out in the system with simultaneous sampling (Fig. 1.14(a)).

T Voltmeter 1 Vi
X External Trigger . W
Signal 17 SSlgnaI Voltmeter
Source v, ource v, J ‘
External Trigger External Trigger
1» Voltmeter 2
3
Synchronization Synchronization
(a) (b)

Fig. 1.14. Complex voltage ratio measurement using the sampling method:
(a) simultaneous sampling, (b) sequential sampling

In order to research the influence of the synchronization error on the accuracy of
magnitude and argument evaluation from the complex voltage ratio, computer simu-
lations were carried out. A range of experiments was carried out during which, among
other things, the integration time 77, the number of samples in the signal period
N (frequency of sampling), the number of sampled periods, equally for simultaneous
sampling as well as for sequential sampling, were selected. When establishing simula-
tion conditions, the parameters of the sampling voltmeter HP3458 A were also taken
into consideration. Examples of the research results are presented in Figs. 1.15(a)
and 1.15(b).

The results of the research presented in Fig. 1.15 indicate that the argument error
determined with the sequential sampling method might assume very large values. To
ensure magnitude and argument errors on the level of 1 x 1079, it is necessary that
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Fig. 1.15. Influence of the synchronization error on the determination of the accuracy
of the complex voltage ratio: (a) magnitude error, (b) argument error

the absolute synchronization error be smaller than 0.1 us (in this case it is related to
a relative error of 6 x 107°).

The dependence of absolute magnitude and the argument error of the complex
voltage ratio on the absolute error of synchronization is shown in Fig. 1.15. The results
presented in this figure were calculated for the following conditions: signal period
T =16 ms, Ts = 1 ms, N = 16, time of collecting samples = 8 x T, Tt = 0.9 ms,
Ky, =1, ¢, = w/4 (where Ky, and ¢, are the nominal values of the magnitude
and argument of the complex voltage ratio).

For the above-described conditions and for a constant value of the absolute syn-
chronization error AT = 1 us, the dependence of the argument error of the complex
voltage ratio as a function of the set up value of argument was also determined
(Fig. 1.16).
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argument [rad] argument [rad]
(a) (b)

Fig. 1.16. Influence of the synchronization error on argument determination:
(a) sequential sampling, (b) simultaneous sampling

The simulation results for sequential sampling were experimentally verified in a
measuring system whose simplified diagram is presented in Fig. 1.17. The measuring
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system consists of a sampling voltmeter, a signal switch and two commercial voltage
generators which, based on the direct digital synthesis method, work in a synchronous
mode.

IEEE 488

L\ Generator 1

] HP33120
J
I ) W Voltmeter
PC 7 J HP3458A
J
i Generator 2 External Trigger
HP33120

‘ Synchronization

Fig. 1.17. Simplified diagram of the measurement system with a sampling voltmeter

The synchronization signal from a reference generator (Generator 2) is used to control
the signal switch and also to trigger the measurement cycle of the sampling voltmeter.
In this case, the voltmeter runs in DCV mode, without a sample-hold circuit at its
input. Properly integrated software, prepared in the LabWindows/CVI environment,
assures attendance of the measuring system.

Example research results that have shown the influence of synchronization errors
on the accuracy of argument measurement of a complex voltage ratio are presented
in Fig. 1.18. The measurement results were presented together with results obtained
from computer simulation tests. Measurements and simulations were carried out for
identical conditions as in the case of the results shown in Figs. 1.15 and 1.16.

3.60

- ® calculation
1 T T T [ O measurement
3.20

%%H/HT

argument error [mrad]

—t—

0.00 0.50 1.00 1.50 2.00
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Fig. 1.18. Influence of the synchronization error on the accuracy of argument
determination in the case of sequential sampling — the comparison of
the calculation and measurement results



1. Measurement and reproduction of a complex voltage ratio. .. 17

The uncertainty limitations of the measurements of the argument error are also
marked in Fig. 1.18. The resolution of the phase meter employed in the measure-
ment system (omitted on the diagram) has a decisive influence on the estimated
value of the uncertainty. The phase meter was applied to ensure a constant difference
of phase angles between output signals of the generators during changes of frequency
settings. This is necessary because the signals from the generators HP33120 (used in
the system) have an unknown value of the difference of phase angels after power on
or after changes of frequency settings.

The influence of the above-mentioned uncertainty sources might be in a sig-
nificant way decreased through the ensuring of the synchronization error with an
appropriately low value and the application of voltage sources with high spectrum
purity. The influence of uncertainty components of the voltmeter (derived from its
metrological specifications) on the accuracy of integrative sample measurement and
full measurement uncertainty of a complex voltage ratio requires greater attention.

1.4. Application examples of circuits for the measurement and
reproduction of the complex voltage ratio

1.4.1. Impedance bridge with two voltage sources

Classic high-precision impedance measurement circuits are based on the use of mea-
surement transformers, Inductive Voltage Dividers (IVD) and current comparators.
For many years research has been conducted on high-precision impedance measure-
ment circuits, in which methods of digital signal processing are used (Bohacek, 2004;
Callegaro et al., 2001; Corney, 2003; Helbach et al., 1983; Muciek, 1997; Rybski and
Kaczmarek, 2001). This tendency follows from, among other things, the availability
of top class sampling voltmeters on the market, data acquisition cards, program-
mable sine-wave generators that are used for the reproduction and measurement of
the complex voltage ratio — the operation underlying the functioning of impedance
measurement devices and circuits.

Good metrological properties, as well as the simplicity of software-based adjust-
ment of the parameters of the voltage generated by the frequency synthesis method,
have contributed to the development of impedance circuits with digital sine-wave
sources. The accuracy of impedance measurement in bridge circuits with digital sine-
wave sources depends on the accuracy of the determination of the complex voltage
ratio reproduced by these sources. In the solutions presented in the literature, a ten-
dency prevails consisting in the use of precise voltage sources that ensure a suitable
accuracy and stability of the reproduction of the complex voltage ratio in relation to
both the amplitude and phase. Such a solution imposes high demands on the voltage
sources applied, which are mostly generators purpose-built for this kind of applica-
tions.

An impedance comparison circuit, in which commercial generators based on dig-
ital frequency synthesis are applied, is proposed below. Thanks to the application of
a suitable circuit of complex voltage ratio measurement, high accuracy is achieved.

The impedance comparison is best performed in a balanced AC bridge circuit
(Fig. 1.19).
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CU

Fig. 1.19. Bridge with two sine wave generators

The balance condition is given by

Y“Z“ Yo 4 (1.32)
Vo Vg 4,

The accuracy of the comparison of the impedances Z; and Z, depends on the
accuracy of the determination of the V,; and V, ratio, further referred to as the
complex voltage ratio K, .

It is possible to use digital sine-wave generators in a way that differs from the
ways explored so far. Varying the parameters of the output voltages of the generators,
the circuit is balanced, whereas the complex voltage ratio is not determined directly
on the basis of appropriate settings of the generators in a state of balance, but by
measurement. This approach permits the application of commercial generators with
digital frequency synthesis, whose accuracy of amplitude settings or amplitude and
phase temporal stability are insufficient (Rybski, 2000).

It is assumed that the generators’ output voltage ratio is measured, and the result
of the measurement is written as

K, =A+jB. (1.33)

The accuracy of impedance comparison depends on the uncertainty of the measure-
ment of the in-phase A and quadrature B, components of the complex voltage ratio.
The schema of the bridge realizing the principle of impedance comparison by
measuring the complex voltage ratio is shown in Fig. 1.20. In the circuit, inductive
voltage dividers are used in order to ensure high resolution of the generators’ output
voltages. The circuit is balanced by adjusting the IVD ratio k;, k, of the dividers
IVD1, IVD2, as well as by adjusting the phase shift angle ¢ between the output
voltages of the generators G1, G2. When the bridge is in balance, the complex voltage
ratio V; /V, is determined by means of the sampling voltmeters V7, Va.
Taking the relationships (1.32), (1.33) into account, the bridge balance condition
will assume the form
Zl o El
Zy B ks

The presented measurement method has some advantages. Voltage measurement
directly at the source terminals makes the best use of the voltmeter range, regardless
of the ratio of the impedances compared. It has considerable significance, particularly
when an A/D converter or a data acquisition card is used directly in the measurement.
Moreover, the voltmeters’ input impedance does not affect the bridge balance, and

(A+jB). (1.34)
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Fig. 1.20. Bridge with two generators for complex voltage ratio measurement

N

it is possible to measure voltages during the balancing. This accelerates reaching
the balance. The simultaneous measurement of both voltages reduces the effect of
the sources’ short-term stability on measurement accuracy. The presented idea of
impedance comparison has been realized in a circuit whose simplified block diagram
is given in Fig. 1.21.

BIVD1
RS v
D V, |Channel 1| bAa é‘ -1 Z |::|
RS232 Vi
«4+——
Channel 3 — < <
— BIVD2 5 ~
3‘ RS232 3 @
9 V, | Channel 2 | DAQ z
5‘ k Ve

Fig. 1.21. Block diagram of a circuit for impedance comparison
using a data acquisition card

The circuit consists of two commercial generators working in a synchronous mode,
a four-channel data acquisition card, two binary inductive voltage dividers, BIVD1
and BIVD2, as well as a selective amplifier. The generators G1 and G2 constitute a
two-phase sinusoidal voltage source with 0.001° resolution phase adjustment. Control-
ling the generators in the system is carried out by means of the interface GPIB. For
fine amplitude adjustment, RS 232-interface controlled, 20-bit binary IVDs have been
employed. The measurement of the generators’ output voltages and the unbalance
voltage are realized by means of a data acquisition card that works in an all-channel
simultaneous sampling mode and features a 16-bit resolution. In the presented cir-
cuit, 3 channels are used (Channel 1, Channel 2, Channel 3). The system’s software
is realized in the LabWindows/CVI environment. The circuit has been designed to
work in the frequency range from 100 Hz to 2 kHz.
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An example of the comparison of two resistors is presented below. It is assumed
that the compared elements are described by the parameters of an equivalent series
circuit, and their impedances are determined by the relationships

Zp = R (1+jw7'1), Zpo = Ry (1 +jw72), (1.35)

where Zp,, Z o represent the impedance of the resistors, and R, 7 stand for the AC
resistance and the time constant of the resistor.

It is also assumed that the IVD ratios of the inductive dividers used for balancing
are described by the relationships

ki=kin(l+ai+361), ky=kon (1+az+j6), (1.36)

in which ki, ko, signify nominal values of the IVD ratios, whereas a1, as and 31, B2
represent in-phase and quadrature components, respectively, of the IVD ratio complex
error of both inductive dividers.

Taking into account the relations (1.34)—(1.36), the impedance comparison con-
dition is obtained:

% = Z;—ZA { [14-041—(12—% (B —52)] +wTy {g (141 —az)+1 —52} } . (1.37)
Proceeding in a similar way, it is possible to determine the impedance comparison
conditions for the impedance of any type. The presented circuit was used for com-
paring the impedances R-R and R-C with the uncertainty approximately equal to
6-1075. A detailed analysis of metrological properties of the circuit and experimental
results were described in (Rybski, 2004).

1.4.2. Virtual bridge

The most precise impedance measurements are still achievable by applying AC bridges
with inductive voltage dividers (see Part 1.4.1). However, in many applications a lower
precision, of the order of (10-100) ppm, is sufficient. Circuits presented in the liter-
ature that can guarantee the above precision increasingly often apply digital signal
processing methods. An example of such a solution is the system using digital direct
synthesis to generate sine waves. Among these systems, bridges applying two digital
voltage sources and traditional balance algorithms can be mentioned (Helbach et al.,
1983; Waltrip and Oldham, 1995). Moreover, bridges balanced using the LMS algo-
rithm (Awad et al., 1994; Dutta et al., 1987; 2001) and circuits applying compensating
(successive approximation) methods (Tarach and Trenkler, 1993) are frequently used.
Nowadays, the increasing applicability of DSP techniques, e.g. Fast Fourier Transform
(FFT) (Ramm et al., 1999) or the parameter estimation method (Angrisani et al.,
1996), is also observed in impedance measurements.

Here, the virtual bridge idea shown in Fig. 1.22 was used to determine the re-
sistance and capacitance components of unknown impedance. Instead of a relatively
complex non-linear optimisation algorithm employed in (Angrisani et al., 1996), which
produces estimates off-line, a recursive Outer-Bounding Ellipsoid (OBE) algorithm is
proposed which, apart from its simplicity, offers a possibility to measure the unknown
quantities on-line and then to quantify the uncertainty of the estimates.
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Fig. 1.22. Virtual bridge

In the steady state (i.e. when the transient response is small enough to be ne-
glected), we have

v(k; A, B) = Auy(k) + Busa(k), (1.38)

where
u1 (k) = V2U sin (wkte),  ua(k) = V2U cos (wkte) (1.39)
A= Ry (By + Bs) (1.40)

(1+w?CERE)RE 4+ 2RsRy + R%’

wCVR%/RS
1+ MQC‘Q/R%)R%/ + 2RsRy + R%’

B=- (1.41)
assuming that Rg = Rgy .

In what follows, u;(k) and us(k) are treated as known inputs. Let us note that
if the parameters A and B were known (balanced state of the virtual bridge), we
would be able to recover the original unknown resistance Rx = Ry and capacitance
Cx = Cy. In fact, it follows that

. Rs(A2 +B2) B

Ax=rm-a = @ty

(1.42)
Thus, we have managed to replace the original problem of directly finding R and C'
(which is highly non-linear) by the equivalent problem of calculating A and B, which
is much simpler, as the model structure (1.38) is linear in its parameters and some
effective on-line approaches can then be exploited.

As a matter of fact, we are faced with a classical parameter-estimation problem.
Indeed, we take the measurements of the voltage v(k) in (1.38) and hence obtain the
sequence v, (k). The difference between the measured and model voltages,

e (k; A, B) = vy (k) — v(k; A, B), (1.43)
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is called the output error. We wish this error to be as close to zero as possible, which
can be carried out by a proper choice of A and B. Note that a precise reduction of
e(k) to zero is impossible in practice, since the measured voltage is always corrupted
by some measurement errors which cannot be neglected.

The usual statistical framework adopted in estimation procedures assumes that
these errors are modelled as realisations of independent random variables, with a
known or parameterised distribution. In the case considered, however, we are forced to
give up this usual approach, because the only information regarding the measurement
errors is in the form of bounds (this is due to the fact that the data are collected
through an A /D converter and the resulted quantisation errors seem to dominate other
types of errors). The developed algorithm of virtual bridge operation was discussed
in detail in (Kaczmarek et al., 1998).

The virtual bridge algorithm was implemented on the measurement system that
is shown in Fig. 1.23. The excitation signal for a real arm of the “virtual bridge”
is provided by the HP33120A universal signal generator controlled by an IEEE488
interface. The plug-in National Instruments AT2150C measurement card is used for
processing the voltages v(t) and v, (t). Both voltages are simultaneously sampled and
converted by two 16-bit sigma-delta A/D converters with a sampling frequency up to
51.2 kHz.

IEEE488 N
REAL ARM -
OF BRIDGE
\ V) o
Rs NI - DAQ
AT2150C
:(‘r\) VX(I) Ch1
HP33120 2
= COMPUTER PC

Fig. 1.23. Block diagram of the measuring system

Some experimental results that confirm the effectiveness of the proposed procedure
are described in (Kaczmarek et al., 1998). As an unknown impedance, there was
used a capacitive impedance (R-C parallel model), but it is also possible to measure
inductive impedances (R-L models). The results obtained from the virtual bridge were
compared with those obtained from the HP4284 RLC meter with the basic accuracy
0.05%. As the standard resistance Ry, a decade resistor P4834 with the basic accuracy
0.02% and frequency range 100—10 kHz was chosen.

A recursive outer-bounding ellipsoid algorithm employed in the “virtual im-
pedance bridge”, which offers a possibility to measure on-line the unknown impedance,
is proposed. This algorithm requires no sampling of the measured signals over the en-
tire period. The hardware implementation based on a PC computer and a plug-in card
has been applied to verify the possibilities of the OBE algorithm during the balanc-
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ing of the virtual bridge. In this case, the computation time is critical for an on-line
system. To increase the measurement speed of the bridge, a faster microprocessor is
necessary. Then, after small changes of the measuring procedure, the system will have
an ability of tracking time-varying parameters of the measured impedance.

1.4.3. AC power calibrator

Together with the growth of the demand for power energy quality, there are growing
requirements concerning measuring devices used for measurements of power-energy
parameters: watt meters, electric energy meters, power energy analyzers, etc. Among
others, the devices of this type must have the ability to work in distorted environ-
ments — designed to measure the parameters of polyharmonic signals. Therefore, the
standard sources (e.g. the electric power and energy calibrators) taken for periodic
checking of the numerous groups of measuring devices of AC current parameters
should stand out with the possibility for the generation of polyharmonic signals. In
the case of AC power calibrators, on account of requirements concerning metrolog-
ical and functional properties (wide spectrum of ranges, precision and number of
controlled parameters), as well as circuit complexity, meeting this condition is partic-
ularly difficult (Arseneau et al., 1995; Carullo et al., 1998).

The structure of the AC power calibrator with the possibility of polyharmonic
signal generation is presented in Fig. 1.24 (Kaczmarek and Kulesza, 2003). In the
voltage and current paths of the calibrator, the generation of polyharmonic signals
bases on the two-channel DDS integrated circuit. The first channel is used to gen-
erate the fundamental frequency, and the second one — higher harmonic frequencies.
Multiplying D/A converters (MDAC) are taken for the realization of the amplitude
setting of output signals. Further, the signals of fundamental frequencies and n-th
harmonic are summed up. The resultant signal is passed to the input of the power
amplifier. In order to obtain the appropriate precision of the generated output signals,
a digital loop of the feedback built from the standardization circuit, ADC converter,
DSP processor and multiplying DAC converter was used in each channel of the cali-
brator. Standardized measuring signals proportional to output calibrator signals are
sampled (ADC processing). Subsequently, on the basis of the collected samples, the
DSP processor determines the new values settings, which are transferred to the appro-
priate adjustment circuits. The entire process is repeated until the difference between
the nominal (value of the setting of the output signal) and measured values is smaller
than the assumed level.

The solution applied provides high stability and settings resolution of the fre-
quency and phase angle of the generated signals. It permits precise measurement of
calibrator output signal parameters (complex quantities) and applying advanced dig-
ital correction methods (in a digital way) of errors carried out by the hardware of the
signal generation path and the output load.

1.5. Summary

The problems presented in the chapter, concerning the measurement and reproduction
of the complex voltage ratio with the application of DSP algorithms, are one of the
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Fig. 1.24. Block diagram of the structure of the AC power calibrator

most important and dynamically developing subject matters of research in the area of
accurate measurements of AC current quantities. Present tendencies and possibilities
connected with applying DSP algorithms in the areas mentioned above were presented
here using examples chosen from amongst works, conducted in last few years by
authors in the range of accurate measurements of the impedance and AC power
calibrators.

Digital methods of the generation of sinusoidal voltages and currents are funda-
mental to the construction of digital standards of the ratio of two sinusoidal signals.
A method of direct digital synthesis, currently applied most frequently, was presented
taking into consideration its most important advantages and limitations. In the area
of accurate measurements of the complex voltage ratio, the method based on syn-
chronous integration sampling and DFT is shown. From among many well-known
methods—based on signal sampling—of determining the parameters of sinusoidal sig-
nals; it seems that the above method permits complex voltage ratio measurement
with the smallest, achieved at this moment, uncertainty in the low frequencies range.
The current tendencies and possibilities of using digital methods in area of the mea-
surement and generation of sinusoidal voltages are illustrated well by two described
examples. Applying such elements as inductive voltage dividers and measuring trans-
formers is still necessary in the highest accuracy measurements (see Part 1.4.1). On
the other hand—where possible—hardware solutions are reduced and replaced with
the software carrying out more and more advanced algorithms (see Part 1.4.2).
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The above digital techniques taken from the domain of digital signal processing
also found applications in the structures of AC power standard sources (AC power
calibrators). Digital methods are applied in the process of signal generation (e.g. di-
rect digital frequency synthesis) as well as in the process of the stabilization of the
main parameters of calibrator output signals (e.g. the FFT algorithm). The appli-
cation of the digital technique in this field permits simplifying the structure of such
complex measuring instruments, to which power calibrators belong, and increasing
their functional possibilities, e.g. enabling the generation of polyharmonic signals (see
Part 1.4.3) and improving dynamic properties (Gubisch et al., 1997).
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Chapter 2

ESTIMATION OF CORRELATION
FUNCTIONS ON THE BASIS OF
DIGITAL SIGNAL REPRESENTATION

Jadwiga LAL-JADZIAK*

2.1. Introduction

In most contemporary devices and measurement systems, the investigated signals are
the subject of digitization in the time domain (sampling) and in the value domain
(quantization). The distortion accompanying quantization may influence measure-
ment accuracy. The aim of this paper is an analysis of the influence of Analog-to-
Digital (A/D) conversion and A/D conversion with dither on the accuracy of the
determination of correlation functions.

The crosscorrelation function of the ergodic processes {x(¢)} and {y(¢)} can be
expressed by the relation (Bendat and Piersol, 1986; 1993):

T

Roy(r) = Jim 7 [ alty(e+ 1), (2.1)
0

where z(t) and y(t) are realizations of the processes, 7 is the delay, and T is the obser-
vation time. For simplicity, but without affecting the generality of the deliberations, it
has been assumed that z(t) and y(t) have zero mean values. Substituting y(¢t) = z(t)
into (2.1), we obtain a relation for the autocorrelation function R, (7).

Two methods of function estimation are currently being used. One is a direct
method based on a definition, the other — an indirect one — consists in determining the
spectral power density before subjecting it to the inverse Fourier transform (Bendat
and Piersol, 1993). The direct method is simpler to write software for and represents a
more logical way of approaching the definition. The advantage of the other — its great
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computational efficiency achieved by using FFT algorithms — is losing its significance
owing to the constantly rising processing speed of the currently offered I'T tools.

From among the direct digital estimators of the function (2.1), let us analyze
two, in the form of

M—1

- 1 . .

Ry, (kM) = — D wq1 (iAt)yg2(iAt + KAL), (2.2)
=0

. 1 M—1

ng(k, M) = M T1q1 (iAt)thQ (ZAt + kAt) (23)

K2

Il
<

The estimator (2.2) is a digital estimator obtained on the basis of A/D converted
signals, i.e. after simultaneous sampling with a constant step At (where M = T'/At
is the number of samples taken, T is the averaging time, and kAt is the delay) and
quantization with the steps ¢1 and ¢a, respectively. However, the estimator (2.3) was
obtained on the basis of A/D converted signals with dither signals.

Below are presented the issues touched upon in this chapter. In Section 2.2,
Widrow’s quantizing theorems and quantizing reconstruction conditions for the esti-
mation of auto- and crosscorrelation functions are presented. In Sections 2.3 and 2.4,
the influence of A/D conversion without and with dither on the accuracy of auto-
and crosscorrelation function determination is considered. Analytic expressions for
bias errors of direct digital estimators are derived and discussed. For negligible bias
errors, the conditions which signals and dithers should satisfy are formulated. The
realizability of these conditions is evaluated.

It is shown that the application of dither signals leads to an improvement in
quantizing reconstruction and makes it possible, after taking Sheppard corrections
into account, to obtain unbiased estimators of correlation functions. In this way, the
bias can be eliminated, in practice — reduced, without knowing its mathematical
model. However, it may lead to an increase in the estimator variance. An increase in
the variance manifests itself in an increase in the scatter of the measurement results
(increase in a type A uncertainty level). The analysis of a variance component coming
from quantization with a dither signal is presented in Section 2.5.

Analytical models of estimation errors of correlation functions are highly com-
plex, therefore the evaluation of accuracy is difficult and in many cases unachievable.
For this reason a virtual correlator model is proposed as an alternative to analytical
modeling. The model allows determining the uncertainty of digital measurements. In
Section 2.6, some preliminary research results are presented and discussed. The com-
parison of bias of the mean square value estimator modeled in the Mathcad program
with that obtained by means of a virtual correlator model is carried out.

2.2. Statistical theory of quantization for moments of signals

Widrow is considered to be the creator of signal quantization theory. In his publica-
tions from the end of the 1950s, Widrow showed that quantization can be thought
of as sampling the probability density function of the signal being converted and he
formulated several important theorems (Widrow, 1956). Widrow’s theory is valid for
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uniform quantization in a quantizer with an unlimited range and a signal being a
continuous random variable (a random variable is the value of an ergodic stochastic
process). Owing to the assumptions of the ergodicity of processes, the conclusions
following from the theory can be transferred onto particular process realizations, thus
stochastic signals that are subject to investigation in practice.

The interest in A/D conversion expressed in prestigious journals induced Widrow
to formulate the theorems once again and to take a stance on certain opinions (Widrow
et al., 1996). The demonstration of Widrow’s theory calls for the introduction of the
concept of the characteristic function.

The Fourier transform of the probability density function p(z) is known as the
Characteristic Function (CF) (Wojnar, 1988). The CF of the signal x is

oo

o, (v)= / p(z) e de =E [¢/"*] . (2.4)

— 00

The joint CF of the signals x and vy is

oo
(D ’Ul,’l)g /
— 00 —

If the quantization characteristic is of the roundoff type (Fig. 2.1), then the
characteristic functions ®,4(v) and ®gqyq(v1, v2), corresponding to the signals which
have been quantized, can be determined from the formulae (2.6) and (2.7) (Widrow
et al., 1996).

p(z,y) e](””J”’?y) dedy = F {ej('““'”?y)} . (2.5)

8\8
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24 -aTTd 2a

Fig. 2.1. Characteristic of a uniform quantizer (roundoff type)

At the same time the signal z, resulting from quantization (with a step ¢) has
the characteristic function in the form

POEDIE (v—%ri) sinc [g (1} - %ﬂ)] , (2.6)
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whereas the joint characteristic function of the quantized (with the steps ¢; and go,
respectively) signals x4 and y, can be expressed as follows:

c- = 2m 2
Prgyq(v1, v2) = Z Z Doy (Ul - a%,vz - gl)

. q1 2m . . q2 27
S —_ —_ S - - . 2.
X sinc l: 2 (’Ul ) Z>:| sic |: (’UQ ) l):l ( l)

In Fig. 2.2 there are shown the characteristic functions of the signals z, and y,.
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Fig. 2.2. Characteristic function: (a) of the signal z, (b) of the signal x4

Moments of signals, such as the mean, the mean square, auto- and crosscorre-
lation, etc., can be determined by taking derivatives of the CF (Widrow and Kollar,
2006). The m-th moment of the signal z is

A7 ®, (V)

Ez™=j . 2.8
=i S| (28)
The joint (m + n)-th moment of the signals  and y is
m+n(I)
E [xmyn] _ j*(ern) 9 — a:y(:l,’l)g) 7 (2.9)
0 1}18 V2 (v1,v2)=(0,0)

where j = /—1.
The theorems of Widrow’s quantization theory concerning the reconstruction of
moments are the foolowing two:
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Quantizing Theorem II (QT II). If the CF of z is band-limited so that
2
O, (v) =0 when [|v|> ?ﬁ — ¢, (2.10)

with € positive and arbitrarily small, then the moments of z can be calculated from
the moments of z,.

Multidimensional Quantizing Theorem II (QT II). If the CF of x1,...,xy is
band-limited in N-dimensions, so that!

27
Dy wny (V1,...,08) =0 for |og| > — —¢, forany ke [1,N], (2.11)
q
with ¢ positive and arbitrarily small, then the moments of x4, . ..,z can be calculated
from the moments of z41,...,z4N.

When QT II is satisfied, the quantization noise is uniformly distributed in mul-
tidimensions, white, und uncorrelated with x. It has a mean square of ¢?/12. In
practice, input CFs are not exactly band-limited, and the quantizing theorems apply
only approximately.

The exact condition of whiteness was given (Sripad and Snyder, 1977) in terms
of the joint CF of two input signals as

2mi 2wl
(I)ml,r2 (ﬂv l) = Oa (212)
q q

for every integer value of ¢ and 1, except (i,1) = (0,0). This condition is quite difficult
to apply in practice (Widrow et al., 1996).

According to the theory of quantization, when the relations (2.10) and (2.11) are
satisfied, then the following relations are valid:

E[z4) = E[x], (2.13)
2
E[s2) = B[2*] + 3, (2.14)
Elzeyy] = Elay] (z # y)- (2.15)
Assuming x = z(t1) and y = z(t1 + 7) in the formulae (2.14) as well as (2.15) and
bearing in mind that E[22(t1)] = Req(t1,t1), the following expression can be obtained:

2
Ro(ty ty+7) 455 (7= 0),

R, (t1,t, +7) (r #£0),

qu(tl,tﬁ—T) = (216)

whereas by substituting = z(t1) and y = y(¢1 + 7) into the formula (2.15) we obtain
the relation
Ragyq (t1,ty +7) = Roy (b1t +7) (2 # ). (2.17)

T Not every signal needs to be quantized with the same step g. For example, the reproduction of
the second-order moment can be done on the basis of two signals quantized with the steps ¢q1
and g2, respectively (Korn, 1966).
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The formulae (2.16) and (2.17) define the connections between correlation func-
tions and their estimators obtained on the basis of quantized signals. If the processes
are stationary (ergodic processes are stationary), then these expressions are indepen-
dent of the time ;. They are valid in reproducibility conditions. Certain real signals
satisfy Widrow’s theorem with such a good approximation that the obtained results
are of high accuracy (Kawecka and Lal-Jadziak, 2004).

2.3. Estimation errors due to A/D conversion of signals

An often applied direct crosscorrelation function estimator is the estimator (2.2) cre-
ated from signals digitized in both the time and value domains. To simplify the no-
tation, let us present it as the relation
_ 1 M=
R, (k, M) = > 2 i)y li+ k), (2.18)
i=0

—

where At occurs in an implicit form.
Figure 2.3 shows the basic structure of a circuit working according to such an
algorithm.

X(t) Xq1 (1)
—* A/D-1
~q
o R xy (k,M)
Multiplier »  Averager
t Yq2 (1) .

&, A/D-2 Shlft

register

Fig. 2.3. Digital analyzer of the crosscorrelation function

The estimation accuracy can be determined by means of the mean square error
defined by the formula (Bendat and Piersol, 1986):

e%, (k,M)=E |:(ng(/€, M) - ny(k)ﬂ : (2.19)

This error is a sum of the variance and the square of the estimator bias, i.e.

¢, (kM) = Var [ng (k,M)} + b2 [ng (k,M)} , (2.20)

where
Var (B2, (k. 30)] = B [R2, (k. 21)] g2 (s, (k.01)] (2.21)
b[RL, (k. M)| = B [R2, (b, M)] = Ray (k). (2.22)
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The variance and bias describe, respectively, the random and systematic compo-
nents of the error.

Employing simple transformations, we can show that the mean square error of
the analyzed estimator assumes the form

M—1M—
e%% (k, Z Z [2q1 (D) yg2 (i + k) w1 (D yg2 (L + k)] — R2,(K), (2-23)

i=0 1=0

which means that it is determined by the fourth-order moments of A/D converted
signals.

The calculation of the error (2.23) in general is not possible because its level
depends not only on the number of samples used for estimation, and A/D conversion
resolution, but also on the class of the signals being converted and the delay between
them.

If the assumption that the processes are stationary holds, then the expected value
of the estimator RZ, (k, M) is equal to

1 M—1
qul yq22+k)

=

E [ng (k, M)]

M—-1

iing

% 2 E 241 (0)yg2(i + k)] = E [x41942] » (2.24)

where 241 = 241(0), yg2 = yq2(k). In other words, the expected value of the digital
correlation function estimator, i.e. the estimator obtained on the basis of the quantized
samples, is equal to the joint second-order moment of the quantized signals z4; and
Yq2, and can be expressed by the formula (Lal-Jadziak, 2001a; 2001b; 2001c):

. G (_1)i 0,y (v1 — 2mi/qq,v,)
E [ 4 (k, M } _R, e ’
Ry (kM) = Ry (k) + 5 _Z : -
;;O_OO (v1,v2)=(0,0)
o (1) 0,y (v1,v2 — 27l /q,)
+ 27 l;@ l Ay B
1£0 (v1,v2)=(0,0)
NP 2 (—1)HH o 2r
- Py | ——4,——1 ), 2.25
472 Z Z il Ty @ ? % ( )

#0120
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where @, (v1,v2) is the joint characteristic function of the unquantized signals x and
y. The bias of the estimator (2.2) is of the form

- _ @ e (—1)i 8<I>Iy(v1 — 27Ti/q1,’02)
b [ny (k7 M)} o Z ) 8’1)2

27
(U17U2):(070)

qo i (=1)! 0Dy (v1,v2 — 271 /q2)

2 l a’Ul
%;600 (v1,v2)=(0,0)
NP = = (—1)! 27 . 2r
DD o, (% -2T1) . (226
Am? L~ = Y <11Z q2 (226)
i#£0 120

From the formula (2.26), it follows that the fulfillment by the signals  and y
joint characteristic function, as well as its derivatives, of the conditions

27 2w
d,, [ =i,=—1) =0, 2.27a
o (fh g2 ) ( )
B@Iy(vl,vg - 2’/Tl/(]2) —0 8<I>Iy(vl - 27T’i/ql,1)2) —0
81}1 ’ 8’02 ’
(v1,v2)=(0,0) (v1,v2)=(0,0)
(2.27b)

for Vi £ 0 and VI # 0 leads to a lack of bias.
Of course, the fulfillment of the Widrow reconstruction condition, given by the
formula

2 2
D,y (v1,v9) =0 for |vi]| > T ¢ and |va] > ill —€, (2.28)
0 q2

where ¢ is an infinitesimally small positive number, leads to ensuring (2.27a), (2.27b).
In practice, signals completely fulfilling the conditions (2.27a), (2.27b) or (2.28) do
not exist, and the estimator (2.2) is always biased.

Assuming that x = 2(0), y = x(k), zq1 = 241(0), yq2 = z42(k) in the formu-
lae (2.23)—(2.28), we can obtain an expression corresponding to digital estimation of
an autocorrelation function in a two-channel circuit (this method is known as auto-
correlation analysis via a crosscorrelation function). However, assuming additionally
that g1 = g2 = ¢, we obtain a relation for autocorrelation function estimation for the
argument kAt # 0, realized in the circuit presented in Fig. 2.4 (Lal-Jadziak, 2001a;
2001b).

It remains to evaluate the autocorrelation function estimator for kAt = 0, i.e.
the signal mean square value. If the assumption that the process {z(¢)} is stationary
holds, then the expected value of the estimator Rg (0, M) is equal to

E [Rg(o,M)} —E
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Shift J

register

Fig. 2.4. Digital analyzer of the autocorrelation function

where 24, = x4(0). In other words, the expected value of the digital mean square value
estimator, i.e. the estimator obtained on the basis of quantized samples, is equal to
the second-order moment of the quantized signal xz, and can be expressed by the
formula (Domanska, 1995):

E [22] = E [+?] +—+— Z o, ( ) _1Z)i+l+% f: %(%ﬁz’) (;;)i.

i=—00 i=—00

i#0 i#£0

(2.30)
After taking account of the Sheppard correction in the result, the bias level can be
determined by the relation

b[E )] =2 i b, (%z) $ + % i o, (%ﬂz) (_i;)i. (2.31)

1=—00 1=—00

i£0 i#0

The fulfillment of the conditions

o, (2—7Tz> =0, Vi#£0 (2.32a)
q
and
. /2
b, (%%) =0, Vi#0 (2.32b)

makes the estimator bias assume the value 0.
Naturally, satisfying the Widrow theorem (2.10) leads to ensuring the condi-
tions (2.32a) and (2.32b).

2.4. Estimation errors caused by the application of A/D
conversion with dither

A/D conversion with a dither signal has become a promising direction in the de-
velopment of A/D converters (Domanska, 1995; Wagdy, 1989; Widrow and Kollar,
2006).
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During A/D conversion with dither, two extra signals d;(t) and da(t), called
dither signals, are added to the signals z(t) and y(¢):

z1(t) = a(t) + di(t), (2.33a)

yi(t) = y(t) + da(?). (2.33b)

The obtained signals z1(¢) and y;(t) are converted to the digital form 141 (iAt)
and y142(iAt). Next, they are delayed with respect to each other by k samples, mul-
tiplied, and the result of the multiplication is averaged. The estimator thus obtained
assumes the form (2.3) or — after simplifying the notation — can be expressed by the
formula

. ] M-l
R, (k, M) = i > w1g1 (@)yrg2(i + k). (2.34)
i=0

Figure 2.5 shows the basic structure of a circuit working according to such an
algorithm.

x(t) X, () X ()
A/D-1
| .
- Rxy (kM)
Multiplier »  Averager
apo e s J‘
register

Fig. 2.5. Digital analyzer of the crosscorrelation function with dither signals

Under the stationary state conditions, the following relation holds true:

B[R, (b, 00)] = Af E [211(0)12(i + B)] = Eloigneal (2.35)

1=

where 2141 = 2141(0), Y142 = Y142(k). In other words, the expected value of the esti-
mator with dither is equal to the joint second-order moment of the quantized signals
Z141 and Y142, and can be expressed by the joint characteristic function ®;14y14(v1, v2)
(Lal-Jadziak, 2001b; 2001c):

2
. 0 (I)aslqulq2 (Ulv 'UQ)
81}181}2

E [ng (k, M)] - (2.36)

('U17'U2):(0)0)

For the roundoff quantization characteristic, the relationship between the char-
acteristic function ®,14y14(v1,v2) of quantized signals and the characteristic function
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®,141(v1,v2) of unquantized signals can be derived from the formula

> > 27 2
D1q1y142(V1, v2) = Z Z D1yt (Ul - q—lﬁ,vz — —l>

i=—00 l=—00 92

. q1 27 . q2 27
) _ 5 2= S — . 2.
X sinc [ 5 (1}1 m z)} sinc [ 5 (1}2 - l)] (2.37)

If di(t) and d2(t) are independent of z(t) and y(t) and of each other, then the
following relation holds true:

D141 (V1,09) = Pgy (V1,05) Par (V1) Paz (v2), (2.38)

where ®;1,1 (v1,v,) is the joint characteristic function of the signals z; and yi, and
D41 (v1), Pyo (v2) are the characteristic functions of the signals dq, do. Substitut-
ing (2.38) into (2.37) and differentiating (2.36) with respect to v1 and v, we obtain
an expression for the expected value of the correlator’s output signal (Chang and
Moore, 1970; Lal-Jadziak, 2001b; 2001c):

2m i=—00 vy
i£0 (v1,02)=(0,0)
) 1
—1 2 D,y (v1,v9 — 27l
+ 2 Z ( ) Do __7TZ 0 v (’1)1 Vo T /q2)
2 ! q2 81}1
#0 (v1,02)=(0,0)

q192 (—1)i+l 27 2
SNt Oy (—Zi) @go (L1
472 il T\ n t) T

i=—00 l=—o00 72
iA0  1#£0
21 2
x By [ —d, =221 . 2.39
y( q1 q2 ) ( )

From the formula (2.39), it follows that the expected value of the crosscorrelation
function estimator determined on the basis of the signals z141 (¢At) and y142(¢At) is
equal to the real correlation function (of the signals z(¢) and y(¢)) when the auxiliary
signals d; (t) and da(t) satisfy the conditions

2
By (—ﬂ) —0, Vi#0, (2.40a)
q1
2
By (q—l) =0, VI#0, (2.40D)
2

i.e. they assume the value 0 for the arguments 27i/q; and 27l/go for Vi # 0 and
VI # 0.
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Satisfying the Widrow theorems expressed by the formulae
Dgy (v1) =0, for |vi| > 27w/q, — ¢, (2.41a)
D49 (v2) =0, for |vg| > 27/q, — ¢, (2.41b)

where € is an infinitesimally small positive number, leads to ensuring the condi-
tions (2.40a) and (2.40b). If the above conditions are not satisfied, then the bias
of the estimator (2.3) can be estimated on the basis of the formula

2 j G}
" 2;6 ' n 2 (v1,v2)=(0,0)
= (1) 2 P, — 27l
L e S (-1) By (__ﬁ) 0Py (v1,v2 — 27l /o)
27 = l q2 ovy 00
120 (v1,v2)=(0,0)

o (=1 o . o
YD) O (—Li) oy (-2
An? a o\ Ty )R !

i=—o00 l=—o00 q2
i£0  1£0
or 2
X By, (——”z’, ——Wl> . (2.42)
‘ q q2

In Section 2.3, conditions are formulated which signals subjected to simultaneous
quantization and sampling should satisfy (cf. (2.27a), (2.27b) and (2.28)) so that the
estimator (2.2) of the correlation function produced on their basis will be unbiased.
If these conditions are not satisfied, then the application of appropriate dither signals
may lead to the elimination of (in practice — a decrease in) the bias.

The selection of dither signals and the evaluation of their influence on the esti-
mation quality of correlation functions were dealt with by the author in (Lal-Jadziak,
1999). There, she analyzed, among other things, the bias of the mean square value
estimator of a signal (the mean square value is the value of the autocorrelation func-
tion for the argument 0) following the application of Gaussian dither. The presence
of this dither — despite satisfying neither the condition (2.40a) nor (2.41a) — enables
a decrease in the estimator bias.

If dither signals satisfy the conditions expressed by the formulae (2.40a)
or (2.41a), as well as (2.40b) or (2.41b) (therefore when the estimator (2.3) is un-
biased), then the mean square error (equal to the variance) can be expressed by the
relation (Chang and Moore, 1970):

¢, (k, M) = Var [ng(k, M)]

zy

- %{E[I%ql (0)yi2(k)] — E[2*(0)y* (k)] }

M—1M-—

b 3 Efaliy+ bay + K] - B, (0). (243)
> 2

—
—

K3
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The calculation of the error (2.43) in general is not possible, for its level depends
not only on the number of samples used for estimation, the A /D conversion resolution,
and the kind and level of dither signals, but also on the class of signals being converted
and the delay between them. We can note, however, that its first term corresponding
to the share of quantization with dither in the total mean square error is inversely
proportional to the number M of samples taken. It means that increasing this number
(e.g. via the application of oversampling) leads to an improvement in the accuracy of
the estimator in question.

The results of the above deliberations can be extended to the issue of autocorrela-
tion function estimation (by the so-called method via crosscorrelation, in other words
— a two-channel method), assuming « = z(0), y = z(k), 141 = 2141(0), Y142 = T142(k)
in the formulae (2.39), (2.42), (2.43).

Digital estimation of an autocorrelation function with dither was presented by the
author in (Lal-Jadziak, 1999; 2000). It turns out that even under the reconstruction
conditions, the autocorrelation function estimator is biased by a component coming
from the dither applied, which follows from the formula

2

q —
R, (k) + Rd(k)+ﬁ (k=0), (2.44)

B | Rk, M)] =
Ry (k) + Ry(k) (k #0),
in which Rg4(k) is the dither autocorrelation function. In light of the above, such
a realization of autocorrelation seems to be dubious, especially since, in practice,
controlling dither parameters is rather difficult (Wagdy and Goff, 1994).

2.5. Analysis of variance component coming from quantization
with dither

If dither signals satisfy the conditions expressed by the formulae (2.40a) or (2.41a),
as well as (2.40b) or (2.41b) (therefore when the estimator (2.3) is unbiased), then
the variance (equal to the mean square error) can be expressed by the relation (Lal-
Jadziak, 2003):

Var [R;ly (k,M)] = Var, [ng (k,M)} + Vars [ng (k,M)} , (2.45)
where
N 1 —1M-1
Var: [ng (k,M)] =5 Ela(i)y(i + k)e@)y(l + k)] — R2,(k)  (2.46)
=0 I=

is the variance (equal to the mean square error) of the correlator, in which neither
quantization nor dither signals occur, and

Vary B2, (k)] = SB[, 003,(0)] - E20w2(R)] ) (247)

is the variance component coming from quantization with a dither signal. From the
formula (2.47) it follows that it is inversely proportional to the number M of samples
used for the determination of the estimator.
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Type A measurement uncertainty is determined by the standard deviation, which
is the square root of the variance. Therefore, if in the expression (2.45) the compo-
nent resulting from A/D conversion were dominant, then a k-fold increase in the
number of samples would cause a Vk-fold decrease in the uncertainty. The compo-
nent Var|[R¢ y(k, M)] is dealt with by the author in (Lal-Jadziak, 2001b).

Let us submit for analysis the component Vars [ng(k, M)] resulting from quan-
tization with a dither signal. Since the joint (m 4 n)-th order moment of the signals
z and y can be determined by differentiating the characteristic function according

0 (2.9), then the relation (2.47) can be expressed in the form

Vs [ 1,0 = 2 {22 o) 20y )

M iov3 diov3

(’U17U2):(070)
(2.48)

Taking into account the relations (2.37) as well as (2.38), the function
Q1414142 (v1, V2) can be expressed as

2w 2 2
Q114142 (V1, V2) Z Z zy (Ul——Z Uz—q—l> Qg1 (Ul—q—1> Do <U2—q—l>
2 2

1=—00 l=—00 1

. q1 27 . ) 2 )]
xsinc | = (v; — —i | |sinc|= (ve — —1||. 2.49
[2 ( ' q1 )] [2 ( ? q2 ( )

Substituting the relation (2.49) into the formula (2.48) and taking into account
that

i) the conditions (2.40a) or (2.41a) as well as (2.40b) or (2.41b) are satisfied,

2 2
i) P4 (q—?z) =1 for i=0 aswellas @y (q—:l) =1 for =0, (2.50)

d‘bdl (’U1 — 2—”2) d2(1>d1 (’Ul — ?]—TZ)
iii) B T # 00, 0 # 00, (2.51)
’U1:0 1 ’U1:0
d‘I’dg (1}2 — —l) d2¢)d2 (1}2 — —l)
i _ 2.52
iv) T - # 0o, e - # 00, (2.52)

an expression for the component Varg[]:ﬁgy(k, M)] can be obtained in the form (Lal-
Jadziak, 2003):

Vars {ng (k,M)}
2 d2 2 d2 2 d2 2.2

_ 1 @ 94 _4a 4 KikP]
= M{@xy(vhvz) {d 2@d1(v1)d 5 Paz(v2) — 3 dq}%q’dl(vl) 3 dvgq)dz(UzH- 5
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+ %:11,02) [2;—1]2%@(12(”2)%@(11(91) - 2(]3—%(1—‘%1(”1)}
+ %:21,02) [2;—;@(11(”1)%2@(12(”2) - 2(]3—%(1—‘%2(”2)}
Do [ et + S [p e
70 120

(2.53)

2 2
CIF. (Ul _ _ﬁ) P <U2 _ 1l>
dv; q1 /) duvg q2

The relation (2.53) is complicated, and the analyses carried out on its basis so
far have made it possible to formulate fairly scant conclusions (Lal-Jadziak, 2003).

In this situation, further research in the field of the estimation of correlation
functions on the basis of digital signal representation is conducted in two ways: using
analytical models of characteristic functions (Sienkowski, 2006) or applying a virtual
correlator model (Kawecka, 2006; Lal-Jadziak and Kawecka, 2006).

(U17U2):(070)

2.6. Experimental research results and their assessment

Taking into account the complexity of analytical models of bias and variance, a piece
of software, called a virtual correlator model, was designed, which then can be used
to assess the quality of estimation (Kawecka, 2006; Lal-Jadziak and Kawecka, 2006).

To realize the model of the correlator, the environment of LabWindows®), ver-
sion 7.0, by National Instruments, was applied. In the program, original procedures to
define correlation functions were used, because the available LabWindows® functions
lead to unreliable results.

An important stage of the experiment was the comparison of the results obtained
by means of the correlator with those calculated on the basis of analytical models (Lal-
Jadziak and Kawecka, 2006). The research was conducted for a signal with Gaussian
dither, and the calculations were done by means of the Mathcad program.

In Fig. 2.6 there are shown example research results obtained from the experiment
0(c/q), as well as the mathematical analyses dp(0/q).

As follows from the diagrams, the relative bias of estimator decreases with an
increase in the ratio of the standard deviation of a dither signal to the quantization
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Fig. 2.6. Relative bias of the mean square value estimator of the harmonic signal
with Gaussian dither as a function of o/q: (a) A/q =1, (b) A/q =29

step of the converter, and the results obtained in the experiment are convergent with
those calculated with the Mathcad program.

The values of the estimator relative bias for A/¢ = 1 and o/q = 0,5% are,
respectively,

§(0,5) =1,65-10""1, 63,(0,5) =1,65-107",
whereas for A/q = 29:

§(0,5) =2,31-10"%, 6p,(0,5) =2,11-10"%

¥ Gaussian dither is optimally selected if the ratio of o/q equals 0.5 (Domanska, 2005; Koeck,
2001).
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It is planned to apply the correlator model to research on the influence of dither
signals on the variance of correlation function estimators responsible for type A un-
certainty.

Unfortunately, for multibit A/D converters the results obtained by means of the
virtual correlator model and the Mathcad program differ. The source of the differences
are the inaccuracies of the numeric calculations.

2.7. Conclusions

The level of estimation errors in digital correlation measurements depends not only
on A/D resolution, the kind and level of dither signals, but also on the probabilistic
characteristics of the investigated signals.

The fulfillment of the conditions (2.27a) and (2.27b) by the joint characteristic
function of the signals x and y and its derivatives leads to a lack of bias of the
digital crosscorrelation estimator. The Widrow reconstruction condition (2.28) leads
to ensuring (2.27a), (2.27b).

The fulfillment of the conditions (2.32a) and (2.32b) by the signal x characteristic
function and its derivatives leads — after taking the correction ¢?/12 into account —
to the elimination of the bias of the digital autocorrelation function estimator for
kAt = 0, i.e. of the mean square value of the signal. The Widrow reconstruction
condition (2.10) leads to ensuring (2.32a), (2.32b).

It can be stated that the condition of the non-occurrence of the bias (and therefore
of the error systematic component) of the digital crosscorrelation estimator, or of the
digital autocorrelation estimator determined via crosscorrelation, is the fulfillment
by the dither signals of the following conditions: the zero mean assumption, their
statistical independence of the measured signals and of each other, and the fulfillment
by their characteristic functions of the condition (2.40a) or (2.41a), as well as (2.40b)
or (2.41b). If dither signals satisfy the above assumptions, then the mean square error
component due to quantization with dither is inversely proportional to the number
of samples taken. It means that increasing this number (e.g. through the application
of oversampling) leads to an improvement in estimation accuracy. Signals completely
satisfying the conditions mentioned do not exist, and this is why digital conversion of
signals always causes a bias of correlation function estimators. The bias levels can be
evaluated using the formulae (2.26), (2.31) or (2.42).

Finally, it is worth emphasizing that we can affect correlation measurement accu-
racy not only by exerting influence on the properties of A/D converters (e.g. selecting
an appropriate quantization step), but also by adding appropriate dither signals. The
application of dither signals leads to an improvement in quantizing reconstruction
and can — after taking Sheppard corrections into account — allow obtaining unbiased
estimators of correlation functions. It is a way of eliminating, in practice — decreasing,
the bias without knowing its mathematical model.

The application of a suitable dither signal may cause an increase in the estimator
variance, which will result in an increase in the scatter of the measurement results.
The variance component resulting from A /D conversion with dither is inversely pro-
portional to the number M of samples used for estimation. Type A measurement
uncertainty is determined by the standard deviation, which is the square root of the
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variance. Therefore, if in the expression (2.45) the component resulting from A/D
conversion were dominant, then a k-fold increase in the number of samples would
cause a vk fold decrease in the uncertainty.

Analytical models of estimation errors of digitally determined correlation func-
tions are of limited practical use because of their great complexity. In this situation,
for research reasons, in the environment of LabWindows® by National Instruments,
a virtual correlator model was designed. For A/q values not exceeding 30, the results
obtained with it are convergent with those obtained on the basis of analytical models.
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Chapter 3

COMPENSATION OF CONDITIONING
SYSTEM IMPERFECTIONS
IN MEASURING SYSTEMS

Leszek FURMANKIEWICZ*, Mirostaw KOZIOt* Radostaw KtOSINSKI*

3.1. Introduction

Nowadays, most measuring devices use information in the form of digital samples of a
signal to execute their tasks. In spite of the approach, analog parts still exist in these
devices. Their usage is necessary to:

e acquire information (sensors),

e change one form of energy to another (transducers),

e change the value of the voltage to the level accepted by the analog-to-digital
(A/D) converter,

e remove some components from the signal spectrum according to the sampling
theory (antialiasing filter).

In most cases, these parts do not have desirable static and/or dynamic characteristics,
which adversely influence measurement accuracy. Therefore, in common sense, they
can be called distorting systems.

Before the samples are used in a measuring process, a correction process should be
carried out. The compensation of the distorting system influence on the signal carrying
the information is its main purpose. Its result in the time domain should be the
reconstruction of the signal shape. It should appear as signal spectrum reconstruction
in the frequency domain as well.

The most comfortable way is to carry out the correction process in the discrete
rather than analog domain because of a microprocessor unit in the structure of mea-
suring devices which executes some measuring tasks. Therefore, the implementation
of the correction can be realized without constructional changes of this device.

* Institute of Electrical Metrology
e-mails: {L.Furmankiewicz, M.Koziol, R.Klosinski}@ime.uz.zgora.pl
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The distortion type depends on the distorting system. Amplitude and delay dis-
tortions appear if the distorting system is linear. Additional distortions can appear
if the system is non-linear, (a new harmonic generation, signal spectrum alteration,
shifting in the frequency domain).

In many cases, a distorting system can be modeled as a linear time-invariant
(LTT) system, where the input signal is processed by the system using the convolu-
tion operation. To extract the input signal from the output signal, the deconvolution
operation in the time domain has to be carried out. This approach is used widely in the
reconstruction of spectrometric (Miekinia et al., 1997) and biomedical data (Merino
et al., 2005), and image restoration (Dabdczi and Bako, 2001) by iterative and/or
regularized methods. The disadvantage of iterative methods is the necessity for signal
processing, which has to be of a finite length. Another disadvantage is long computa-
tional time. Sometimes the convergence of an algorithm can be improved (Szczecinski
and Barwicz, 1997). However, the first drawback still makes it impossible to use this
kind of algorithms in real-time reconstruction of signals.

In some circumstances, a non-linear system can be modeled as a linear time-
invariant system. Such an approach is presented in the first part of this chapter,
where a current transformer is modeled by the linear time-invariant system. The LTI
model is used to determine, on the basis of measurements, the magnitude and phase
error characteristics. The reconstruction of the primary current spectrum is achieved
on the basis of these characteristics. This approach is an example of the correction
process in the frequency domain.

In practice, a correction system has to perform the correction process and also
meet some requirements. One of them is stability, which depends on the zero locations
of the distorting system and sometimes on the design process of the correction system
as well. The middle part of the chapter is devoted to this problem.

The above-mentioned approach, where a non-linear distorting system is modeled
as a linear system, cannot be applied if it is strongly non-linear. In general, the
description of non-linear systems is complex but, if signals are periodic, a non-linear
dynamical system can be represented by a set of linear time-varying approximations,
which is presented in the last part of this chapter.

3.2. Frequency error correction in power measurements

3.2.1. Frequency linear model of input circuits

In many situations, the assumption of a linear model of input circuits is sufficient to
correct signal distortions. In the case of periodic signals, it is convenient to use the
spectrum domain, which is frequently used in the processing of measurement signals.
Such correction can be realized on the basis of the knowledge of frequency errors of
input circuits.

Assuming, that the input circuits of measuring devices are linear transducers, for
the purpose of the description of their dynamic properties (Sydenham, 1983), we can
apply spectral transmittance, defined as

K (jw) = (3.1)
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where Y (jw) and X (jw) are Fourier transforms of the transducer output and input
signals, respectively.

When assuming that the input signal of the transducer is a sinusoidal wave, we
can obtain the output signal amplitude Y,, based on transducer transmittance:

Vi = |K (jw) X (jw)] - (3-2)

The module of spectral transmittance equals the relation of the output signal ampli-
tude Y,, and the input signal amplitude X,,:
Yo
K (jw)| = —. 3.3
K ()] = - (33
The module dependence on frequency is called the amplitude characteristic. The ar-
gument of the spectral transmittance

¢ (w) = arg [K (jw)] (3.4)

defines the phase shift between the output and input signals of the transducer. The
phase shift dependence on frequency is called the phase characteristic.

It results from the above equations that both the relationship of the output
signal amplitude Y,, and the input signal amplitude X,,, and the phase shift depend
on the frequency of the input signal and transducer properties described by spectral
transmittance.

The input circuits of power measurement instruments should have the constant
amplitude characteristic in the transmitted frequency band and either the zero or
linear phase characteristic. The characteristics of real input circuits differ from these
specifications. From that, amplitude dynamic errors and phase dynamic errors are
defined. Assuming that the frequency range of the instrument is determined within
the frequency range from w = 0 to w = wy, which means that a constant value of the
signal is processed, in the case of an ideal input circuit, the spectral transmittance is
of the form

K = K (ju) loo - (3.5)

The relationship (3.5) means that the amplitudes of the signals ratio is a constant
value. The dynamic error A(jw) is defined as a difference between the spectral re-
sponse of a real input circuit and an ideal input circuit:

A(jw) =Y (ju) = KX (jw). (3.6)

The magnitude of the dynamic error A,, is called the magnitude error or the ampli-
tude error:

A=A ()] (3.7)
The argument of the dynamic error is called the phase error:
v = arg (A (jw)). (3.8)

In practice, it is convenient to use the relative dynamic error §, which may be
written as
A jw)

5 _Anm :‘A(J
KX (ju)  [KX (jw)

:‘>’0w>—z¥xxjw>
KX (jw)

| =K

- (3.9)
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The dynamic errors of the input circuit used in power systems transducers follow
from the fact that their equivalent circuit diagrams, except for resistors, contain ele-
ments whose reactance is frequency-depended. The elements are capacitors represent-
ing parasitic capacitance or inter-winding and winding capacitance in transformers as
well as coils representing, among other things, parasitic inductance.

The correcting method is based on the knowledge of frequency magnitude and
phase errors. The frequency characteristics of magnitude errors can be obtained by
measuring the output and input signals of the input circuit and calculating them
according to (3.9). The frequency characteristics of phase errors can be obtained by
measuring the phase shift between the output and input signals of the input circuit.

3.2.2. Active power measurement errors

The active power of periodic non-sinusoidal signals P equals the sum of active har-
monic powers contained in the processed signals, including the zero harmonic

N

P =Uyl +ZUka coSs (gok), (3.10)
k=1

where Uy, Iy are the constant components of the voltage and the current, Uy, I are
root-mean-square values of the voltage and current harmonics, ¢y is the phase shift
angle between the k-th harmonic of the voltage and the current.

The active power Pj after processing through the input voltage and current
circuits is loaded with errors of such circuits and can be expressed by means of a
component including a constant component Ps, and components deriving from the
higher harmonics

N
1 1
Ps = Pso + Z (1 + 5Uk) (1 + 5Ik) U Iy, cos (gok + YUk — ’ij), (3.11)
=1 KUn KIn
where
1 1
Pso = —— (146 —— (14 610) Uplp. 3.12
50 KUn( + o) KM( +610) Uolo (3.12)

The following denotations of input circuit parameters were assumed in (3.11)
and (3.12): Ky, and Ky, represent nominal processing factor, dy, and 07y, are module
errors, Yy, and 7y, are phase errors of the input voltage and current circuits.

Assuming that P denotes the power value determined for the circuits of the zero
module and angle errors, the power processing error é p caused by the input circuits
can be determined as follows:

_Ps-P

op 2

(3.13)

It was shown in (Furmankiewicz, 1999) that the error dp, in the case of trans-
former input circuits and distorted signals, can reach values between ten and twenty
percent. Thus, it is purposeful to use the correction of errors caused by input circuits
in the measurement of active power.
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3.2.3. Error correction in power measurements

During the development of the correction method, it was assumed that the module
errors Oy and &y, as well as the phase errors vy, and vy, of the input circuits are
determined only once or periodically during the calibration of a measuring instrument.
Furthermore, it is assumed that error value changes in time are omitted and, to a large
extent, do not depend on external conditions, such as temperature, humidity, etc..

The correction method is intended for application to measuring instruments with
digital signal processing. The input signals of voltage uy (t) and current iy (¢) circuits
are sampled. Then, the Discrete Fourier Transformation (DFT) algorithm is realized
in each sequence N of the voltage uy, and current iy,, samples taken at equal time
intervals. The algorithm provides N equidistant spectrum samples A, of a complex
input sequence taken in the points of wy = 27k /N pulsations:

1 N—-1
_ kn
Ar =5 n; Uy WE, (3.14)

where W = exp(—j2n/N), and k =0,1,2,..., N — 1.
Subsequently, root-mean-square values of the voltage signal harmonics Uy are
calculated according to the formula

Uy = \/% (RGQ(Ak) + Im2(Ak)), (3.15)

where k =0,1,2,...,N/2, and the phases @yy} of the signal harmonics

Im (Ag)
= A) = tg —— 2 1
vuyr = arg(Ay) = arctg Re(Ar)’ (3.16)
and k = 1,2,..., N/2. Root-square-mean values of Iy and the phase oy as well as

the current signal harmonics are determined analogically.

The spectrum amplitude characteristic of the voltage signal occurring in the input
of the input circuit, taking into account the amplitude errors, and the spectrum phase
characteristic, taking into account the angle errors, are determined at the next stage:

1 Uy
Uxp = — ————, 3.17
T Ky 1+ bus (3.17)
YUXE = PUYEK — VUk- (3.18)

The spectrum amplitude characteristic of the current signal Ix and the spectrum
phase characteristic ¢rxj are determined analogically.

Taking into account the above-described algorithm, the active power is calculated
in the following manner:

N/2

11 U I
P= n
Kun Krn \ 14+ 6p0 14610 kz::l

Uy Iy

CcoSs — — +
T (puy — @1y —yu +71)

(3.19)
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3.2.4. Transformer error correction of input circuits

The above method was applied to the correction of transformer errors of input cir-
cuits used in power measurement transducers in the measurements of the active power
of distorted signals. Transformer input circuits cause current distortions resulting
from the non-linear characteristic of substitute resistance, loss resistance and mag-
netic inductance, the so-called non-linear distortions and linear distortions causing
the processing of subsequent harmonics with different errors of module and phase
shift. The linearity of input circuits in the work with input the signals, which do not
cause iron core saturation, was assumed. The above assumption is possible despite the
non-linear character of magnetizing component impedances causing the distortion of
the magnetizing current. The distortion of the magnetizing current is not considerable
and the share of higher harmonics does not exceed several percents (Koszmider et al.,
1985).

The sampling power transducer model was built and experimental tests were
carried out in order to verify the rightness of the assumptions and the efficiency of
the correction method. Transformer input circuits used in factory power transducers
were used in the power transducer model. The National Instruments’ data acquisi-
tion card AT-A2150 was used to process analog signals from the input circuits. The
processing and correction algorithm was realized by a PC machine. The processing
results of the power transducer realizing a software error correction was compared
with the indications of the reference instrument. The tests were carried out for si-
nusoidal and non-sinusoidal signals. The non-sinusoidal test signals were generated
digitally and contained 40 signal harmonics occurring in the thyristor voltage regula-
tor. The test results proved the high efficiency of the proposed correction method. The
Fig. 3.1 shows example test results of the correction efficiency for sinusoidal signals.
Error ranges caused by power measurement uncertainty of the model instrument were
marked on the characteristic showing the errors after the correction.

20
P[%]
//'
10 P -
/ = before ¢orrection
] te- after carrection
Q5
003 | ——+—1— % ——¢—3
05

10 am 30 40 f[Hz] 30
Fig. 3.1. Characteristics of the power measurements error before and after correction

obtained in the results of an experiment on the sinusoidal signal ¢ = 20°

In the case of the measurements of non-sinusoidal signals, the usage of correction
caused error reduction from the level of between ten and twenty percent to the level
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of £0,2-0,3%. The detailed data of the performed experiments were shown in the
paper (Furmankiewicz, 1998).

3.2.5. Error correction in the industrial transducer

The developed error correction method for input circuits can be used in a sampling
measuring instrument of the classical structure, in which analog signal processing
circuits (input circuits, measuring amplifiers, multiplexers and analog parts of the
sample-and-hold circuit and analog-to-digital converter), the circuit of the analog-to-
digital converter and the digital processing circuit are used. The general error model
of the sampling transducer (Jakubiec, 2002) takes into account the following error
sources: errors introduced by the circuits of analog signal processing, errors introduced
by analog circuits of the analog-to-digital converter, and processing algorithm errors.

The software processing algorithm is the last element of the signal processing
chain in the sampling measuring instrument, and it transfers errors introduced by the
analog processing circuit and the analog-to-digital converter from the input to the
output, and introduces own errors. The presented correction method requires the de-
termination of the amplitude and phase spectrum for the voltage and current signals.
This can be done by means of the discrete Fourier transform algorithm. Because of
DFT algorithm calculation complexity, the Fast Fourier Transform (FFT) algorithm,
which reduces the number of performed arithmetic operations thus shortening the
calculation time, is used in practice. Signal microprocessors equipped with hardware
solutions supporting the realization of the FFT algorithm are used in the construction
of measuring instruments.

Signal microprocessors are still not commonly used in industrial power trans-
ducers. Circuit solutions realized on the basis of 8-, 16- or 32-bit microcontrollers,
which do not possess specialized arithmetic modules, are dominant in the group of
instruments. The realization times of several tens of points of FFT on floating point
numbers (required processing band — to the 40th harmonic), including the determina-
tion of the amplitude spectrum by such microcontrollers, exceed values acceptable by
users in the range of several seconds. In such a situation, the application of the FFT
algorithm realized on integral numbers is a possible solution. Such an algorithm is
used in the family of industrial electric power quality analyzers AJE from the Metrol
Research and Development Centre in Zielona Gora, Poland. (Furmankiewicz and Ryb-
ski, 2003), to analyze the amplitude spectrum of the voltage and current signals. The
algorithm realizes 1024-point FFT. The coefficients WII\“,” (3.14) from the +1,0 range
are represented by integral numbers from the range of 32767, while the coefficient
values are written in the microprocessor memory, in the 1024-element array.

Statical own errors of the algorithm determining root-square-mean values of har-
monics and harmonic phases were determined by a simulation test method in order to
assess the efficiency of the software correction method on input circuits in industrial
power transducers. The relative error value in the determination of the root-mean-
square value of the harmonics dx contained in the measured signals was determined
as a difference between the result yielded as a result of algorithm realization and a real
value — consistent with the root-mean-square value definition, related to the nominal
value. Furthermore, the absolute value of the phase measurement error Ay was also
determined.
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In the simulation tests, measurement conditions were shaped so that they cor-
responded to conditions occurring in industrial analyzers. Signals with the period
equal to the measurement window width were used as an input function, which corre-
sponds to the synchronous sampling method. The assumed sampling frequency makes
it possible to take 128 samples in the basic harmonic period, also, transient digiti-
zation through the 12-bit analog-to-digital converter was assumed. The simulation
tests were carried out for both mono-harmonic and poly-harmonic signals. In the case
of the poly-harmonic signals, signals occurring in thyristor voltage regulators were
assumed for the tests. In order to avoid the aliasing phenomenon, signals containing
odd harmonics from 1 to 39 were used for the tests. The cut-off angle a was the para-
meter during tests. The detailed test results were presented in (Furmankiewicz, 2005).
Figure 3.2 shows selected results of the simulation tests. Figure 3.2(a) shows the error
characteristics of root-mean-square harmonic value measurements contained in the
measured transient for two angles «, and Fig. 3.2(b) shows the error characteristics
of phase measurements for two harmonics.

0.15 5.0 7
8 [%] Ao [T —e— k=1
0.10
005 -
0.00
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-0.10

-0.15
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Fig. 3.2. Processing error of (a) magnitude spectrum, (b) phase angle

It can be stated on the basis of the yielded results that the FFT algorithm be-
ing analyzed introduces determination errors of root-mean-square harmonic values
approaching the values of the +0,15% range and determination errors of harmonic
phases approaching the value +5’. It was found that the main source of errors in-
troduced by the FFT algorithm are digitalization errors of the algorithm coefficients
occurring in the formula (3.14).

Assuming that the only source of power measurement errors are the amplitude dx
and phase A, errors introduced by the processing algorithm FFT, the active power
containing these errors can be expressed:

N
1 1
Ps = Pso + Z i (1 + 5Xk) i (1 + 5Xk) U1 cos ((pk + A(pk), (3.20)
=1 Un In
where )
Pso = 146 — (146 1. 21
50 KUn( + dx0) Kln( + dx0) Uolo (3.21)
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The measurement error caused by the influence of the algorithm errors can be deter-
mined from the following formula:

Ps — P

0Py = P ;

(3.22)

where P is the real active power of the processed transients (the formula 3.10), and
Ps is the power yielded on the algorithm output (the formula 3.20). Substitution
to the formula (3.22) and application of the justified reduction yields the constant
component measurement error

6Py = 20x, (3.23)

and measurement errors of the k-th power harmonic
0Pk = 20xr + Agpk tan ¢g. (3.24)

It follows from (3.24) and the yielded simulation test results shown in Fig. 3.2 that
already for low values of the phase shifts ¢y, the error § P4 can reach values from the
range +0,5%, which considerably influence the efficiency of frequency error correction
in active power measurements.

3.3. Quasi-inverse correction filters

Assuming that the model of a distorting system is known as the transfer function of
a linear, causal and time-invariant system whose coefficients are real, and the digital
correction filter is connected in series with the distorting system (Fig. 3.3), distortions
in the signal x[n] can be corrected by using a compensating system whose transfer
function G(z) should have the following form:

(3.25)

It is necessary to mention that the problem of finding the transfer function H(z)
of the analog distorting system was not considered, because it is a broad separate
problem. Processing an input signal s[n] by series interconnection of these two systems,
which in this case is equivalent to the identity system (i.e. system of the unit gain
and zero phase response), it is possible to achieve perfect correction, i.e. s[n] = y[n].

s[n] x[n] [
— » H@) > Gz ——»

Fig. 3.3. Illustration of distortion compensation by an inverse system

In practice, a correction filter has to meet further requirements. One of them
is stability, e.g. in the Bounded Input/Bounded Output (BIBO) sense. The decision
which design method to apply to assure stability of the correction filter can be made
by the analysis of the zeros location of the distorting systems. Three cases can be
distinguished:

e all zeros of the transfer function H(z) lie inside the unit circle (the distorting
system is the minimum-phase system),
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e at least one zero lies outside the unite circle (the distorting system is the non-
minimum-phase system),
e at least one zero lies on the unit circle.

In the first case, the stable correction filter can be designed without any problems.
Appling the equation (3.25) and the association of the region of convergence,

2] > max|qx], (3.26)

to the obtained transfer function, where gy is k-th zero of the transfer function H(z),
always yields a stable and causal filter (Oppenheim et al., 1999).

Obtaining the stable correction filter when the transfer function H(z) describes
the non-minimum-phase system constitutes a bigger problem. In this case, determin-
ing directly the transfer function by (3.25) and assuming that it describes a causal
system does not lead to the stable correction filter. Splitting the transfer function of
the distorting system into two parts is a common approach applied in this case. Thus,

H(z) = Humin(2)Hap(2), (3.27)

where Hpin(z) describes the minimum-phase system; however, Hg, (%) describes the
all-pass system (Oppenheim et al., 1999). The transfer function G(z) of the correction
filter is obtained according to (3.25), although on the basis of the transfer function
Hin(2). It makes the correction filter causal and stable. As a result of the approach,
the magnitude response is exactly compensated for, while the phase response is mod-
ified to the phase response of the all-pass system.

For the case when the distorting system is a non-minimum phase system, there
are also approaches that use the blind deconvolution technique. The method presented
in (Fiori and Maiolini, 2000) allows online deconvolution of signals distorted by non-
minimum phase systems with neither knowledge of this system’s impulse response nor
distorted signal statistics, except for its moments up to the fourth order.

There are domains, e.g. medicine, where the compensation of signal phase dis-
tortions is a very important problem, because the useful information is not on the
magnitude and phase of its Fourier transform but on its shape. Therefore, another
possibility is to suppose that exact inversion of a distorting system describes the
non-causal system. Processing the signal z[n] adequately leads to full correction of
distortions (Siwczynski and Koziot, 2002).

None of them assures the stability of the compensating filter, when the trans-
fer function H(z) of a distorting system has the zeros on the unit circle. There are
solutions proposed for the case, when the kernel has no spectral inverse, but they de-
convolve a signal in either the frequency domain (Zazula and Gyergyek, 1993) or base
on finite-length sequence (Tuncer, 1999), therefore online filtering of an infinite-length
signal is unfeasible. The proposed solution allows obtaining stable but non-causal com-
pensating filters. They can fully compensate the phase response of a distorting system
and compensate for the magnitude response on an assumed level.

The solution of the above-mentioned problem can be carried out by a compromise,
using a compensating filter that is stable and in series connection with the distorting
system, which would form a system by all means similar to the identity system. It
has been decided that searching for the solution will be treated as an optimization
problem which will consider the following two criteria:
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e stability of the compensating filter,

e approximation of the identity system by series interconnection of the distorting
system and the compensating filter.

The minimization of the indices of these two criteria makes it possible to determine
the optimal solution.

The mathematical form of this problem has been solved algebraically assuming
that each real-valued signal is represented by the column vector in the multidimen-
sional space, i.e. any signal a(n) has an equivalent vector,

a= [...a,g,a,l,ao,al,ag...]T, (3.28)

where a,, corresponds to the n-th sample of the signal a(n). It was assumed that the
indices of the vector coefficients can be negative because, in general, these vectors can
represent non-causal signals. Therefore, the vectors must always have odd numbers
of the coefficients to unambiguously determine the sample with the index 0. It can
be always achieved by adding the zeros to a vector to position the sample with the
index 0 into the middle of a vector.

The indices of the aforementioned criteria for the optimization procedure have
been described mathematically by the inner product as below:

e the approximation index

f(9) = (Hg —6,Hg —8) =Y _|(h(n) x g(n)) = d(n)[*, (3.29)

n

where * represents the convolution, while h(n), g(n) and d(n) represent the n-th
sample of the impulse response of the distorting system, the correction filter and
the identity system, respectively. H is the Toeplitz matrix, which is built out of
the impulse response h(n) of the distorting system (the columns of this matrix
are successively delayed replicas of h(n));

e the stability index

c(g) =(g.9)=>_lg(n), (3.30)

where g(n) represents n-th sample of the impulse response of the correction
filter.

The first of the above-mentioned indices describes the level of the approxima-
tion of the identity system by series interconnection of the distorting system and the
searched for compensation filter. Its value can vary between 0 and 1. The lower the
value of the index, the better the approximation of the identity system. The second
indicator describes the energy of the impulse response of the correction filter. If its
value is finite, then the obtained filter will certainly be asymptotically stable. Addi-
tionally, the lower the value of the indicator, the shorter the impulse response of the
correction filter and its poles lie further from the unit circle.
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3.3.1. Optimization problems leading to quasi-inverse filters

In a situation when the discrete transfer function of a distorting system has the zeros
on the unit circle, the search for stable inversion can be carried out by the minimization
of the first of the presented indices with the assumed constant value of the other one.
Therefore, the proposed procedure can be realized in the following two ways:

e A compensating filter which, in connection with the distorting system, forms
the best approximation of the identity system is searched for, i.e.

fi(g) =(Hg—96,Hg — §) — min. (3.31)
The second index forms the constraint

a(9) =(9,9) = a, (3.32)

which means that the stability index has to be equal to ¢ .

e A compensating filter with the minimum value of the stability index is searched
for, i.e.

c2(g9) = (g,9) — min. (3.33)
Additionally, the following constraint is formed:
falg) = (Hg — 6, Hg — b) = ¢, (3.34)
which means that the approximation index has to be equal to ¢o.

The presented assumptions will be called the first and the second optimization
problem, respectively. It seems that assuming the approximation index is more intu-
itive than in the case of the stability index. Nevertheless, both optimization problems
have been solved to show that they lead to equivalent solutions.

3.3.2. Solutions of optimization problems

In order to group the requirements (3.31) and (3.32) in the first optimization problem,
the Lagrange functional is determined:

Li(g,\) = f1(g) + A(ei(g) —q1) = (Hg— 6, Hg —d) + A ((9,9) —q1), (3.35)

where A € RT is the Lagrange multiplier. For the established value of ), the func-
tional (3.35) can attain the minimum g, when for any variation A of the vector gy
the following inequality is always true:

Li(gr+ Ag,\) — Li(gr, A) > 0. (3.36)
It leads to the following solution (Koziol, 2006):

H*

“NMiEH” (3.37)

gx
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where H* denotes generally the conjugate transpose of the matrix H. This operation
for linear time-invariant systems with real-valued samples of the impulse response is
simply the transposition of the matrix H. The dependence (3.37) defines the set of
filters called the A-family of quasi-inverse filters.

Identically, the following relationship has been obtained:

\H*

“1TOHH (3.38)

ax
which represents the solution of the second optimization problem.
Taking (3.37), (3.38) and the definitions of the indices of the approximation and

stability into consideration for each of the problems, the approximation A(A) and
stability S(\) functions have been determined:

AV = <M+Hﬁ5—5, ﬁﬁd”» (3.39)
S1 () = <)\1 JrHI:kI*Hé’ AL fI:I*H5> ’ (340)
Ay (\) = <%5—5, %5—5>, (3.41)
So () = <1 ﬁfg*ﬂa, - +A$*Ha> . (3.42)

According to the constraints (3.32) and (3.34), the stability index in the first
optimization problem or the approximation index in the second optimization problem
has to be equal to the assumed value. Therefore, in order to obtain the optimal
solution for the established assumption, the value of A has to be determined. In the
first optimization problem, this is equivalent to solving the equation:

S1(A) = aqr. (3.43)

In the second optimization problem, to determine the value of A the following equation
has to be solved:

Az () = ga. (3.44)

In both cases, the solution can be obtained using Newton’s method (Siwczynski, 1995).

3.3.3. Transfer function of quasi-inverse filters

Using the properties of the Z transform, the solution (3.37) can be easily transformed
to the transfer function G(z) of the quasi-inverse filter. For the first optimization
problem, it has the following form:

(3.45)
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In the same way, we can obtain the transfer function of the filter in the second
optimization problem:

AH (271 H(z™1)

O = T HEHE T T HEHG)

(3.46)

The equations (3.45) and (3.46) are similar, thus all corollaries related to some varia-
tions of A, which will be shown for the class of the filters described by (3.45), will be
also true for the filters described by (3.46), although for the inverse variations of A.

4 Imjz]

Fig. 3.4. Poles location pattern for quasi-inverse filters

It can be shown that the denominator of the transfer function Gy(z) is the
symmetrical polynomial (Koziot, 2006). It means that the complex poles appear by
four, i.e. if p is the pole of the transfer function (3.45), then there exists the complex-
conjugate pole p*, and two poles p~! and (p*)~! conjugate reciprocally to the poles
p* and p, respectively. This is shown in Fig. 3.4. This pattern of pole locations for the
quasi-inverse filters appears whether or not the transfer function has the rational or
polynomial form.

Therefore, in order to obtain the BIBO-stable correction filter with a zero phase
response, the quasi-inverse filter has to be deemed as a non-causal system which
consists of two parts: causal and anticausal. The causal part GT\(z) of the transfer
function G (2) has to group all poles lying inside the unit circle, while the anticausal
part G, (z) — all poles lying outside the unit circle (Koziot, 2006).

3.3.4. Frequency response of quasi-inverse filters

An advantage of the quasi-inverse filters is the independence of their phase response
of the multiplier A\, and thus the established value of ¢ as well. This can be shown
by transforming (3.45), for example into the frequency domain, and determining the
following equations for the magnitude and phase response:

63 ()] = )

O H ) A

arg [G» (ejw)] = —arg [H (ejw)] . (3.48)
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Additionally, it can be seen that the phase response is the exact contrary of the
phase response of the distorting system, thus it provides exact correction of phase
distortions. Of course, in practice, exact correction is achieved only when the transfer
function H(z) of the distorting system exactly describes the system.

3.3.5. Approximation and stability functions

Under the Parseval relation, the definitions (3.39)—(3.42) of the approximation and
stability functions can be written in the Z transform domain. The knowledge of the
transfer functions of the quasi-inverse filters allows us to analytically determine the
plots of the approximation and stability functions for both optimization problems
(Fig. 3.5) (Koziot, 2006).

0

(a) First optimization problem (b) Second optimization problem

Fig. 3.5. Plots of the approximation A()\) and stability S(\) functions

It can be observed that for the specific optimization problem, the graphs of
both functions have opposite trends, i.e. the better the approximation, the worse the
stability, and vice versa. However, owing to the monotony of these functions, the
equations (3.43) and (3.44) have always one and only one solution.

3.3.6. Signal processing by quasi-inverse filters

The assumed splitting of the quasi-inverse filter into the causal and anticasual parts
requires proper processing of the signal by the anticasual part. According to its name,
this part is the opposite of the causal system, so it processes the input signal in the
other direction, i.e. in the decreasing direction of the sample indices. If the input signal
has a finite number of samples, this limitation does not pose any problems. However,
if the signal has an infinite number of samples, the realization of the process requires
a proper attitude.

Block convolution can be used in order to realize real time filtering of the infinite
input signal by the anticasual part. This procedure can be achieved by the overlap-
add or overlap-save method. A very useful implementation of the overlap-add method
in (Powell and Chau, 1991) is presented, where two LIFO stacks are used for time-
reversed convolution.
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3.3.7. Simulation example

In the following example, the hypothetical distorting system has the polynomial trans-
fer function. Its frequency response is shown in Fig. 3.6(a), where F' is the normalized
frequency.

[H(F)|

arg[!i‘t!-'l] [deg]

Im([g]

U.ﬂb 01 D.‘h 0.2 Cl‘?ﬁ 03 0.35 0.4 043 s

F

(a) Frequency response

05

[ 0s 1
Relg]

(b) Zero plots

Fig. 3.6. Hypothetical distorting system

The zero locations (Fig. 3.6(b)) are matched so that a few of them lie on the

unit circle or in its near proximity. It can be seen from Fig. 3.6(b) that the realization
of the correction filter as the exact inversion of the distorting system does not lead
to the BIBO-stable system. Therefore, in order to design the correction filter in this
example, the solution for the second optimization problem was applied.

) hﬁuﬂ

o
Re[p]
(a) g2 = 0.02

05 1

05

] 05 1
Re[p]

(b) q2 = 0.1

Fig. 3.7. Pole plots for the quasi-inverse filter for two values of ¢2

The pole plots of the quasi-inverse filter for the two different values of ¢o in

Fig. 3.7(a) and (b) are presented. It can be noticed that for a low value of g2 some
of the poles lie in low proximity to the unit circle. The increase the value of g5 to 0.1
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distinctly moves away the poles from the unit circle forming the stable correction filter.
The frequency responses of the overall system obtained by applying the quasi-inverse
filters, which have pole plots shown in Fig. 3.7(a) and (b), are presented in Fig. 3.8(a)
and (b), respectively. As can be observed and has been mentioned before, the higher
the value of the approximation index, the better the stability of the compensating
system and the worse the approximation of the identity system.

|W(F)
[W(F)

arg[W(F)] [deg]
arg[W(F)] [deg]

(a) g2 = 0.02 (b) g2 =0.1

Fig. 3.8. Frequency responses of the overall system for two values of g

3.4. Reconstruction of non-linear deformed periodic signals using
the inverse circular parametric operators method

3.4.1. Non-linear system approximation by a sequence
of linear time-varying systems

Some methods of the analysis of dynamic linear systems are well worked out, that
is why there are some attempts at adapting them to analyze non-linear systems. A
relatively new way is the approximation of a non-linear system by a sequence of Linear
Time-Varying (LTV) systems. A non-linear system may be described in a state space
notation:

t=A(x)x+ B(z)u, (3.49)
where the matrices A(xz) and B(z) are dependent on the state variable vector x
and indirectly on time (Kaczorek et al., 2005; Myszkowski, 2006; Tomas-Rodriques

and Banks, 2003). The following sequence of linear time-varying approximations is
introduced:

Tp = A(zg—1) vk + B (zr-1) u, k=1,2,... (3.50)

The initial element of the sequence (when k = 0) is a linear time invariant system:

io=A(2°) 20 + B (2°) u, (3.51)
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with the initial condition z0(0) = z". The sequence of solutions x(t) of the lin-
ear time-varying systems (3.50) is convergent to the solution of the nonlinear equa-
tion (3.49). The proofs of local and global convergence are presented in (Tomas-
Rodriques and Banks, 2003).

The solution of the non-linear state equation (3.49) may be obtained by ana-
lytically calculating some approximations xy(t), but the complexity of the solution
is increasing with k (Kaczorek et al., 2005; Myszkowski, 2006). It is better to use a
discrete simulation.

The parameters of non-linear systems depend on the coercion signal. At the peri-
odical steady state they change periodically and synchronously to the coercion. This
similarity to LPTV systems produces the possibility of using a similar description.
An LPTYV system at a steady state may be described by using a Circular Paramet-
ric Operator (CPO). At the discrete time domain the CPO takes the form of a real
coefficients constant matrix.

The simulation of the time invariant non-linear system using circular parametric
operators requires the synchronization of the changes of parameters with the changes
of signals. This synchronization for real non-linear systems is natural.

3.4.2. Description of an LPTV system using a circular parametric operator

The relationship between the input signal z:(¢) and the output signal y(t) of a time-
varying system may be described with a differential equation with time-variable
coefficients:

Z ai (t)y@ (1) = Z bi (t) 2@ (t). (3.52)

The equation (3.52) may be solved with the integral operator H:

oo

y(t):Hx(t):/h(t,t’)x(t')dt’. (3.53)

— 00

The operator kernel h(t,7) is defined as a time-varying Dirac’s pulse response. It is
a function of two variables — it depends on the current time ¢ and on the moment of
pulse application 7.

Within the domain of discrete time, the relation of the input signal x(n) to
the output signal y(n) for a time-varying system may be described with a difference
equation of variable coefficients:

q q
Ai(n)y (n—i) = Bi(n)x(n—i). (3.54)
i=0 i=0
The equation (3.54) may be solved with the operator

y(n)=Hzx(n)= Z h(n,m)xz (m). (3.55)

m=—0oo
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The operator kernel h(n, k) is the pulse response. In the case of an LTV system, it is
a function of two variables, i.e. it depends on the current time n, and on the moment
of the pulse application k.

For the N-periodical input signal z(n + N) = x(n) the response may be deter-
mined using the formula (Siwczyniski, 1995):

N-1
y(n)=Hz(n)=>_ h(n,m)x(m), (3.56)
m=0
where -
h(n,m) = Z h(n,m — pN). (3.57)

The N-periodic response of the N-periodically variable system to the N-periodic
coercion may be determined with the use of the so-called circular parametric operator
given in the form of the matrix (Siwczyriski, 1995; 2003):

Yo ?lo,o f~l0,1 cee EO,N—l xo
1 _ il1,0 il1,1 ce il1,N71 x1 7 (3.58)
YN—-1 ilN—l,o iLN—l,l ce BN—l,N—l TN-1
where z, = z (k), yx = y (k), hn.m = h (n,m). Or, shorter,
y = Hua, (3.59)

where @,y are the vectors of samples of one period of coercion and response signals,
H is the circular parametric operator.

Circular parametric operators, designed for describing a periodic steady state,
represent the phenomenon of mixing and generating the harmonics of input and out-

put signals, typical for time-varying and non-linear systems.

3.4.3. Measurement-based determination of circular parametric
operators for LPTV and non-linear systems

The operators describing real periodically time-varying systems may be determined
on basis of the measured coercion and response signals. The base of identification is
a matrix equation obtained from (3.59):

HX =Y, (3.60)

where H is N x N matrix — the sought circular parametric operator; X, Y are N x K
matrices of the K coercion and response signals. Each column is a vector of one signal
samples.
In the case where K = N, i.e. the number of coercion and response signals
K equals the size N of the square circular parametric matrix, the problem has an
unequivocal solution:
H=YXx " (3.61)
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The solution depends on condition, which means linear independence of coercive
signals:
det X # 0. (3.62)

In the case where K < N, the matrix equation (3.60) has an infinite number
of solutions. The optimal solution should be chosen. One can propose to seek an
operator which describes a system of the smoothest changes of parameters. With the
consideration of (3.60), the optimization problem may be originally defined as follows
(Ktosinski, 2001):

(Ah,)" Ah,, — min, (3.63)
XTh, = y,, (3.64)

where h,, is the vector of elements of the n-th line of the matrix H; y,, is the vector
of n-th samples of all K response signals (elements of the n-th line of matrix Y'); Ah,,
is the vector of increments of H elements for the n-th line, defined as follows ((—) is
the subtraction mark of modulo N):

Ahn,m = hn,m - hn(f)l,m(f)b (365)

The criterion (3.63) means the minimization of increases in the coefficients of
the matrix in the direction of the main diagonal. Such a criterion choice originates
from the fact that in the case of Linear Time Invariant (LTI) system the relationship
between signals of coercion and response, in a periodic steady state, is described by
means of a cyclical matrix. Then, increases in elements defined by means of (3.65)
equal zero. The choice criterion (3.63) means the research of the circular parametric
operator describing the system of least variability of parameters, realizing (3.60). The
equation (3.64) results from (3.60).

The optimization problem (3.63), (3.64) may be solved using the Lagrange
method in the manner given by (Siwczynski, 2003). The solution is described in
(Klosiniski, 2001; 2004; Siwczyriski, 2003; ). The result is the iterative solution

b= (1- X (X7X) "' X") Phyy + X (X7X) 'y, (3.66)
100 001

where: 1 = {0 1 0} and P = {1 -0 0} represent respectively a unit matrix
00 -1 010

and a circular delay matrix.
In order to effect the iterations (3.66), the invertibility of the matrix (X7 X)) is
necessary, thus the following condition must be fulfilled:

det (XTX) #0, (3.67)

which requires linear independence of the signals in the matrix X.

The identification of the circular parametric operator consists in iteration de-
termining consecutive lines of the matrix with reference to the previous lines, and
with consideration of to the optimizing criterion and the periodicity of the identified
system.
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The obtained identification algorithm (3.66) has a standard form of a discrete
state equation:

z(n+1) = Az (n)+ Bu(n), (3.68)

where
A=(1-x(x"x)"'x")P, (3.69)
B=Xx(x"x)"". (3.70)

The convergence of the algorithm (3.66) depends on the eigenvalues of the matrix
A. The construction of A turns its eigenvalues to be

Nl <1, i=12....N, (3.71)

independently of the shape of signals included in the matrix X . In the situation when
|Ai| = 1, the solution of a homogeneous system is of a periodic signal form. That is
why the required form of the initial vector is

z(0) = [0,0,...,0]". (3.72)

Depending on the input u(n), the non-homogeneous system (3.68) may reach
infinite amplitude. The eigenvalues of the matrix A (3.69), of the absolute value
|Ai] =1 of the form

+527g
>\k,N7k =e ' N7, (373)
will appear if any of the periodic signals included in the matrix X does not consist
of the k-th harmonic. On the other hand, the vector

v(n)=Bu(n)=X (XTX)71 u(n), (3.74)

which is the addend of  (n + 1), is a linear combination of the signals included in X
and does not include the k-th harmonic corresponding to the eigenvalues of the (3.73)
form. This means that the identification algorithm (3.66) is not divergent and is
convergent to an N-periodical solution.

The identification algorithm works properly. However, its usage may bring ex-
pected results only if the identification data, i.e. excitation and response signals,
include the necessary portion of information about the performance of the system be-
ing identified. To obtain full identification, the set of N linear independent coercion
signals (and N related response signals) is required.

As the behavior of a non-linear system depends on the coercion shape and am-
plitude, its description (in opposition to LPTV systems) requires an infinite number
of linear operators. Different coercion causes different non-linear system behavior and
implies different circular parametric operator. In practice, it is possible to simulate
approximately a periodic steady state of a non-linear system using a finite set of circu-
lar parametric operators. The approach is similar in the case of curve approximation,
where a finite set of straight line segments is used.

An LPTYV system may be described by one circular parametric operator, which
may be determined on the basis of a set of varied input and output signals. To
describe a non-linear system, a different operator for different coercion is required.



70 L. Furmankiewicz et al.

The assumption that the low amplitude disturbance added to the dominant coercion
signal (basic coercion) insignificantly changes the behavior of the non-linear system
facilitates the determination of the approximate circular parametric operator assigned
to this basic coercion.

3.4.4. ldea of the reconstruction of the non-linear deformed
periodic signal method

A steady state of a time invariant non-linear system is taken into consideration. Input
and output signals are given in the form of one period samples. It is assumed that
the signals period is an integer multiple of the sampling period, and the sampling
frequency is high enough to avoid the aliasing phenomenon.

The reconstruction consists of two stages. First, the distorting non-linear system
has to be identified. It is necessary to specify a set of the basic coercion signals.
One circular parametric operator is determined for each basic coercion signal. The
identification algorithm (3.66) based on the measurements of coercion and response
signals is used. To obtain an inverse operator, it is necessary to exchange the set of
coercion signals for the set of response signals, and vice versa. The result of system
identification is a set of circular parametric operators with the corresponding basic
response signals. The basic response signal is the output signal obtained when the
basic coercion signal is an input.

The second stage of the reconstruction consists in calculating the input signal on
the basis of the measured output signal. First, the suitable CPO from the set must
be chosen. The way of selection is the greatest similarity in some criterion of the
output signal to the basic response signal. The reconstructed signal is determined by
the operation of the selected CPO on the measured output signal; it is simply matrix
multiplication.

3.4.5. Experiments

The presented method has been applied to the reconstruction of the primary current
signal of a Current Transformer (CT). The diagram of the circuit is shown in Fig. 3.9.
The exact parameters of the shunt resistors used were not known, so that the resistors
were recognized as parts of the deformation system. The voltage u, was the input
signal and the voltage u, was the output signal. The measurements were realized by
the use of DagBoard equipped with a 16 bits a/d converter. Signals were represented
by vectors of 64 samples of one period.

u,

<« i iy

AC 102 20zw ‘ ‘ 1000zw 1002 4 u,

Fig. 3.9. Diagram of the tested circuit

Experiment 3.1. It was assumed that the basic harmonic of the reconstructed signal
was dominant. The selection of the suitable circular parametric operator depended
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on the Amplitude of Basic Harmonic (ABH). The determination of inverse circular
parametric operators was based on the basic frequency sinusoidal signals of various
amplitudes used as the basic coercion signals. The acceptable range of the value of
the ABH was partitioned into seven ranges. The deforming system was represented
by seven circular parametric operators determined for the input ABH: 1.0, 1.5, 2.0,
2.2, 2.4, 2.5 and 2.6 volts. For the used CT, the regular range of primary current is
1 ampere (1.41 V value of u, ABH). Each circular parametric operator was determined
by using the identification algorithm based on the set of 63 measured coercion signals
and the set of 63 corresponding response signals. All coercion signals included a basic
frequency sinusoidal signal of the exact ABH and one additional harmonic of a number
from 2 to 32, each of phase 0 and 90 degrees, and one sinusoidal signal without any
additional harmonic. An example of the obtained operator is presented in Fig. 3.10.
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Fig. 3.10. Example of the obtained circular parametric operator

&

The synchronization of the changes of parameters with the changes of signals was
realized by shifting in time the identification data signals and the corrected signals
so that the phase of the base harmonic was nearest to the zero value. Some poly-
harmonic periodic signals obtained from numerical synthesis were the test signals of
reconstruction experiments. In the beginning of signal reconstruction, the amplitude
and phase of the basic harmonic were determined. Then the suitable circular para-
metric operator was chosen and the reconstructed signal was determined. Each time
the reconstructed signal and the measured output signal u, scaled-down to the input
level were compared with the original input signal u,. The experiments results are
presented in Figs. 3.11 and 3.12. For the lower amplitude of the input, situated in the
range of linear operation of the CT), the reconstructed signals have a higher error than
the scaled-down output signals. For the higher amplitude of the input, when the CT
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Fig. 3.11. Results of input signal reconstruction and absolute error characteristics
obtained for a lower fundamental harmonic amplitude. Notation: input
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Results of input signal reconstruction and absolute error characteristics
obtained for a higher fundamental harmonic amplitude. Notation: input
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signal obtained from reconstruction
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becomes non-linear, the reconstructed signals have a lower error than the scaled-down
output signals.

Experiment 3.2. Signals of the shape similar to the reconstructed signals were the
basis for identification this time. Pairs of coercion and response signals of the shape
of the cut sinusoid of different amplitude and different cutting phase were grouped
according to the maximum of the absolute value. Eight sets of twenty signals were
prepared, thus the deforming system was represented by eight circular parametric
operators. The criterion of selecting the CPO for reconstruction was the worth of the
maximum of the absolute value of the measured output signal. The experiments results
are presented in Fig. 3.13. In a situation when a non-sinusoidal signal is reconstructed
using similar shape signals for identification brings better results.
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Fig. 3.13. Results of input signal reconstruction and absolute error characteristics obtained
for a non-sinusoidal signal higher fundamental harmonic amplitude. Notation: in-
put — input signal u;, output — scaled-down output signal u,, rec. signal 1 — signal
obtained from reconstruction in the manner applied in Experiment 1, rec. signal
2 — signal obtained from reconstruction in the manner applied in Experiment 2

3.5. Conclusions

In this chapter selected compensation methods of conditioning system imperfections
were presented. Linear and non-linear models were used for signal reconstruction. The
linear model can be used in the case of low non-linearity of the compensated system.
It allows one to obtain high correction accuracy. If the distorting system is strongly
non-linear, the non-linear model is required. The description of nonlinear systems is
very complex, but the proposed method, based on the simplified model, has given
good results of signals reconstruction.
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In order to design the correction system it is necessary to take into account not
only correction accuracy but also the correction system stability. Providing stability
is particularly difficult if the zeros of the discrete transfer function of the compensated
system lie on the unit circle or its near proximity. The solution of this problem by the
application of the so-called quasi-inverse filters has also been discussed here.
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Chapter 4

VOLTAGE AND CURRENT
CALIBRATORS

Andrzej OLENCKI*, Jan SZMYTKIEWICZ*, Krzysztof URBANSKI*

4.1. Introduction

The first idea of the voltage calibrator was presented in the IEC document (IEC 443,
1974), where the calibrator was named a stabilized supply apparatus for measurement,
whose scheme is presented in Fig. 4.1. This scheme explains the construction and

Final control

element Output control

device

Input ‘ —>|j q;) Output
O

v

Error amplifierje— Comparator

)

Reference
source

Fig. 4.1. Functional component diagram of a supply apparatus with a stabilized
voltage by closed loop stabilization (scheme of the voltage calibrator)

“energetic” definition of the calibrator — the calibrator is an apparatus which takes
electrical energy from a supply source and supplies the electrical energy, in a modified
form, to one or more loads and in which one or more of the output quantities are
stabilized. The input of the calibrator is connected to a power network.
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The calibrator consists of the following items:

e the final control element, which controls the output voltage to a specified value,

e the reference source — a source of voltage to the value of which the output in
closed loop stabilization is referred,

e the comparator, which compares the value of the output voltage with a reference
voltage and produces a difference signal,

e the error amplifier, which amplifies a difference signal (error signal),

e the output control device, which measures the output voltage.

This chapter presents the main ideas and theoretical problems which were solved
by the authors to implement multifunction calibrators, three-phase power calibrators
and industrial signals calibrators.

4.2. Static model of the voltage calibrator

4.2.1. Definitions of the calibrator

The Polish DC and AC voltage calibrator definitions were published in the instructions
issued by the Polish Central Office of Measures at the end of 1970 (DzNiM, 1978).
The voltage calibrator is an electronic control voltage source which has possibility to
obtain the output voltage with a specified value and accuracy without the necessity
of carrying out measurements and manual corrections. This “information” definition
of the calibrator is up-to-date and may be expanded for electrical values calibrators
such as current calibrators, phase angle calibrators, power and energy calibrators, and
even resistance, capacity and inductance calibrators.

In the next calibrator definition (DzNiM, 1984) — voltage, current, power and
resistance calibrators are devices which have the possibility to obtain the output
quantities value according to digital setting without the necessity of performing mea-
surements and corrections. A general and simple functional scheme of the calibrator
is shown in Fig. 4.2 and consists of the following blocks:

e the Digital to Analogue Converter, DAC, which converts the input quantity
value X (input setting) in a digital form to the output quantity value ¥ (output
quantity) in an analogue form,

e the readout device for the indication of the input setting X or the output quan-
tity value Y,

e the supply source, which, according to the “energetic” definition, takes electrical
energy from a power network or battery and supplies it to the DAC and the
readout device.

Input settings Output quantity
X :D DAC —OY
Readout device Supply source

Fig. 4.2. Simple functional scheme of the calibrator according to the definition
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4.2.2. Model of the multifunction (DC and AC voltage and current) calibrator

A block scheme of the voltage and current calibrator model (Olencki, 1991; Olencki
and Szmytkiewicz, 1999; Szmytkiewicz, 2000) is shown in Fig. 4.3. It consists of digital
and analogue parts. The forward branch, which transfers the input setting X to the
output quantity Y, consists of two converters: the digital to digital converter (control
system) and the multi range digital to analogue converter (digitally programmed
voltage and current source).

Calibrator

{ Analogue part

Output

—t

Programmed voltage and current source :
i| Supply source ; Output

o — T TS T B

Amplitude Range Frequency Intem‘al control
signals

R — e

Control system

Input
quantity X

’ Programming system

Digital part

Fig. 4.3. Block scheme of the calibrator model

The transfer function, which describes mathematically the relationship between
output and input signals of both converters, is linear, therefore the nominal transfer
function Yy = f(X) of the calibrator model is (Olencki and Szmytkiewicz, 1999):

Yv =X. (4.1)
The real transfer function Yz = f(X) of the calibrator is
Yr=(0mY +1)X + ALY, (4.2)

where A 4Y is the additive part of the error, and §,;Y is the multiplicative part of
the error.
The error equation of the calibrator is the subtraction of the real and nominal
transfer functions:
Y =dnY + (AAY/X), (4.3)

and describes static features of the calibrator.

4.2.3. Open structure of the calibrator

The typical open structure of the DC and AC voltage and current calibrator is il-
lustrated in a block diagram form in Fig. 4.4 and consists of the digital to analogue
converter DAC and the Output System OS. The output system can be
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a voltage amplifier in DC voltage calibrators,

a transconductance amplifier in DC current calibrators,

a DC to AC converter plus an AC voltage amplifier in AC voltage calibrators,

a DC to an AC converter plus AC transconductance amplifier in AC current
calibrators.

DAC
Reference
REF
) Urer
Amplitude v Output y
Divider | i | system | 3
Control system D 0S

4}

Range

Fig. 4.4. General block diagram for an open structure calibrator with a DAC

The nominal transfer function and error equation of the open structure are
(Olencki and Szmytkiewicz, 1999):

Y = Ugrgr Kp Kos, (4.4)

AUp + AUops
Urer Kb

where dUrgr is the error of the reference voltage Urgr, 0 Kp is the multiplicative
error of the divider D, AUp is the additive error of the divider D referenced to its
output, d Kpg is the multiplicative error of the output system, and AUqg is additive
error of the output system OS referenced to its input.

The open structure is very simple but the error equation contains errors of all
blocks of the structure, particularly output system errors: §Kog and AUgs.

Y = 6Urgr + 6Kp + 6Kos + (4.5)

4.2.4. Closed loop structure of the calibrator and error analysis

The closed loop structure of the AC calibrator is illustrated in Fig. 4.5 and consists of
the DAC and the output system OS, as presented in Fig. 4.3. The output system OS
uses a single-loop control system with a comparison of DC signals. The DAC’s output
voltage, proportional to the amplitude setting, is compared with a DC voltage propor-
tional to the output quantity Y from a feedback branch. The feedback consists of the
sense system SS and the AC to DC converter (in the AC calibrator). The sense system
measures the output voltage or current Y, by means of precision voltage dividers or
current shunts. Any difference between the two comparator inputs is amplified by the
controller CTR, to produce a controlling signal for driving the output converter DC
to AC (DC/DC in the DC calibrator) and the power amplifier PA. The output of the
DC/AC converter consists of a generator G, which generates a fixed, low-distortion
sine wave, and a modulator M, which is a voltage controlled divider.
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DAC Output system OS Converter
Reference DC/AC
REF Frequen_cy'\ Generator
v " G
Amplitude | Divider v Power y
— p [ Comparator || Controller | | | Modulator | | amplifier |_,
C CTR M PA
r Converter | Sense system
AC/DC SS

Range ﬁ

Fig. 4.5. AC calibrator’s block diagram for a closed loop structure

In proportional plus integral feedback control systems with astatic control char-
acteristics, the controller CTR consists of an integrator. The error equation of this
system is

0Y = dUrgr + 0Kp — 0Kss — 0K acpe

. AUp + AUc — AUss Kacpc — AUacpc + AUctr/Kc
Urer Kp ’

(4.6)

where 0Urgr, 6 Kp, AUp are multiplicative errors of the voltage reference and divider
and additive error of the divider, which represents the accuracy of the DAC, AUg is
the additive error of the comparator C with reference to its input, § Kyn, AUyn are
multiplicative and additive errors of the sense system SS with reference to its output,
0K acpc, AUacpce are multiplicative and additive errors of the AC to DC converter,
AUyc is the additive error of the controller (integrator), and K¢ is the amplitude
gain of the comparator C.

The relation (4.6) shows that errors of blocks between the controller and the cal-
ibrator output are absent. This is the property of proportional plus integral feedback
control systems with astatic control characteristics.

4.3. Dynamic properties of calibrators using the closed
loop structure

The AC voltage calibrator may be presented as an automatic control system illus-
trated In Fig. 4.6 (Olencki and Szmytkiewicz, 1999), where Upac is the DAC’s output
voltage, TcTr is the controller’s time constant, Tacpc is the AC/DC converter’s time
constant.

The best output transient is when

Kc Kpcac Kss Kacpe _ 1
Tctr 4 Tacpe
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Upac 1 Vo
% KC 9 T 9 KDC AC
CTR'S
Uﬁ
Kacpe K
1+Tacpc <] 5

Fig. 4.6. AC voltage calibrator as an automatic control system

Settling time (transient recovery time) as an answer to a step change of the
setting is computed from the AC calibrator dynamic equation:

Kc
FTHD’

1 4
2, for Ko~l, 4.9
2f/THD 0 N (4.9)

where f is the frequency of the output signal, THD is the total harmonic distortion
of the output signal, and J represents error limits placed around rated output value.

From the following DC calibrator dynamic equation the settling time of the DC
calibrator using a DC/AC/DC converter in the output system of the calibrator can
be calculated:

to > for K¢ > 1, (4.8)

to >

2K
to > —C for Ko 1 4.10
o= TGPARD’ or K¢ > 1, ( )
to> 3 for Kot (4.11)

—_—— In — T ~ .
©=F.PARD 4’ =

where fq is the converting frequency of the DC/AC/DC converter, and PARD is the
periodic and random deviation of an output quantity from its average value.

The equations of dynamic properties (4.8)—(4.11) (Olencki and Szmytkiewicz,
1999) describe limitations and settling time short cut possibilities for calibrators made
by means of one closed loop, closed tracking structure with PI control and output stage
designed by means of a DC/AC converter for an AC calibrator and a DC/AC/DC
converter for a DC calibrator.

4.4. Digital to analogue converters used in calibrators

4.4.1. Basic requirements

Errors of the DAC’s reference and divider are included in the error equations (4.5)
and (4.6) of the calibrators, which work on the basis of open and closed loop structures.
DACs used in multifunction calibrators have high resolution, from 18 to 24 bits, and
are built by means of applying the precision DC voltage reference source and of the
digitally programmed precision divider.

In the first calibrators there were applied D/A converters with a resistive divider.
Today, those converters are used as integrated circuits in calibrators with low and
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medium resolution of settings up to 16 bits e.g. in industry signals calibrators, or
with low and medium accuracy up to 0,01%, e.g. in three phase power calibrators.

4.4.2, PWM DACs

Most calibrators use D/A converters based on Pulse-Width Modulation, PWM,
(Fluke, 1979; Grimbleby, 2004) idea illustrated in Fig. 4.7. The DAC consists of dig-
ital and analogue sections. The digital section uses a PWM converter to generate a
digital waveform with a mark/space ratio (duty cycle 7/T") proportional to the input
setting Syn. This waveform is converted to an analogue signal by a fast switch with
precisely known resistance, and law-pass filtered by a 7/T to DC converter.

Divider
Reference | Urer Switch UTtoDC | _;An[a}log output
REF —Q0— converter bac

)

Digital word D to ©/T
S[N __-::> PWM
i | converter

Fig. 4.7. Block diagram of the PWM DAC

The average analogue output voltage Upac is

SIN
Upac = UREFQ—n, (4.12)
where S7y is a n-bit binary word. The frequency of the PWM waveform is
fewm = fo/2", (4.13)

where fc is the frequency of a clock. Components at the fpwn frequency must be
removed by low-pass filtering. Filter cutt-off frequency must be much less than PWM
frequency the fpwwm to achieve sufficient rejection of PWM component. The largest
AC component occurs, when the input setting Syy is 27! and the amplitude of the
fundamental component is (Grimbleby, 2004):

2UREF

II
1
A+1= ﬁ/UREF sintdt = (414)
0

PWM DAGCs are simple to implement and have very good linearity. The rela-
tion (4.13) shows that the increasing resolution will decrease the PWM frequency.
Good solution is a PWM weighted-resistor DAC, which uses few PWM DACs with
low resolution and sums the PWM waveforms. PWM weighted-resistor DACs have
very good linearity and can handle higher fpwy frequency than PWM DACs.

By applying the three PWM DACs with 7-bit precision it is possible to achieve
a PWM weighted-resistor DAC with 21-bit precision and 16 384 times higher PWM
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frequency. Integral linearity errors (maximum difference between the actual analogue
voltage and the straight line between endpoints) of PWM weighted-resistor DACs are
presented in Fig. 4.8 (Szmytkiewicz, 2000) and were obtained in the C101 multifunc-
tion calibrator (Olencki, 1998).
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Fig. 4.8. Measurement results of the DAC’s integral linearity errors

4.4.3. DACs with inductive voltage dividers

In the first Polish multifunction calibrators: model GA1 (Olencki, 1982) and the model
SQ10 (Szmytkiewicz, 1990), there were applied D/A converters with a 20-bit precision
inductive voltage divider (Olencki, 1983; 1984), in which there were achieved 10 ppm
of Full Scale (FS) integral linearity and errors at the same level, too. The DAC’s
divider (see Fig. 4.9) consists of a DC/AC converter, an inductive voltage divider
and an AC/DC converter. The DC/AC converter is used to generate a trapezoidal
bipolar waveform with a precision peak to peak value (Lange and Olencki, 1986a). The
amplitude of this waveform is divided with the use of the precision inductive divider.
The peak to peak value of an output divider voltage is converted do the proportional
DC output voltage Upac (Lange and Olencki, 1986b).

{ Divider
Reference | Urer | | DC/AC | Inductive | | AC/DC | Analog output
REF i | converter 7| divider | | converter Upac
- I meemeeeesd
Digital word Sy

Fig. 4.9. Block diagram of the DAC with an inductive voltage divider

The method used in this DAC, like differential methods, has very good immunity
from law frequency disturbances. The disturbances between the DC/AC converter
output and the AC/DC converter input are rejected with a Disturbance Rejection
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Ratio, DRR, calculated from the formula (Olencki, 1984):

Frw
oM fp’

where frw is a trapezoidal waveform frequency and fp is a sinusoidal disturbances
frequency. From (4.15) it is clear that the DC and Low Frequency (LF) parts of
disturbances are many times rejected.

DRR =

(4.15)

4.5. Increasing the accuracy of calibrators

One of the calibrators development directions is improving their metrological parame-
ters and, above all, decreasing the output error. The output error of calibrator is the
sum of the reference source error and other analog circuit errors. The reference source
error SUggr ((4.5) and (4.6)) defines a theoretical low limit of calibrator accuracy.

There are two groups of methods which can decrease the output error: design or
technological methods, and structural-algorithm methods. If the difference between
the value of the output error and the reference source error is close to zero, then there
is only one way to increase the accuracy — improvement design or technology. These
can be implemented by the application of higher quality parts or materials, better
design of calibrator construction, and protection against influence quantities.

Structural-algorithm methods are divided into the statistical method and the
correction of influence quantity effects. The statistical method permits to reduce only
random errors, which do not have a conclusive consequence for calibrator accuracy.
But the correction of influence factors effects involves the implementation excess of
electrical circuits or time. Depending on the participation digital part of the calibrator
in the execution of structural methods of automatic correction, we can divide those
methods into analogue methods and digital methods.

Depending on the type of reference standard application we can divide digital
methods of error correction into

e methods which are called digital adjust with the use of the outside standard,
e methods which are called autocalibration with the use of the inside standard.

Both of these methods consist of two stages: the stage of correction calculating and
the stage of error correction. In digital adjustment methods the corrections are cal-
culated by the outside standard. Then the digital adjustment completely substitutes
the analogue adjustment. In autocalibration methods, the corrections are calculated
by the internal standard. Then the autocalibration can be done by users themselves.
In both methods the correction coefficients are first calculated and then applied to
error correction.

The corrected value of the setting X is calculated in such a way that the real
output value Yg, for any setting, reconstructs the nominal profile of the process. It
means that the real output value Yr meets the following requirement:

Vi = Xk. (4.16)

On the basis of the equation (4.3) we can calculate the value of X from the following
equation:
Xk =(0mY +1) X +AL4Y, (4.17)
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where A4Y is the additive component of the error related to the output, d,/Y is the
multiplicative component of the error related to the output, and X is the setting.

The coefficients A Y and ;Y are calculated from the following set of equations
(Szmytkiewicz, 1998):

Xo = (OmY +1) X1 + AnY,

(4.18)
Xy = (0pY +1) Xo + ALY,

where Yo and Y); are the values of output quantity, for which the adjust is executed
(points of adjustment), and X; and X» are the settings, which are modified settings
Xo and Xjs. The settings Xo and X, are set via keyboard and they are modified

in such a way that the results of the measurement are equal Yo and Yj,.
When we solve the above set of equations and we substitute X, = Y3; and
Xo = Yo, we can calculate the coefficients A Y and d5/Y:

XM

5MY+1:;XO and AAy = Xo — X,

—_ 4.1
Xo—X, Xo—X5 (4.19)

The coefficients are calculated and stored in the digital part of the calibrator. At
the stage of correction, on the basis of coefficients calculated from the system of
equations (4.19), the corrected values of the settings from the equation (4.17) are
calculated.

In Fig. 4.10 are presented the nominal Y (X) and the example of a real Yz(X)
profile of the calibration process. This figure describes the algorithm of digital adjust-
ment. In the figure the are the following symbols: Yo and Y, are the values of the
output quantity chosen as the measurement point for which the adjust is executed
(points of adjustment), Xo and X); are the values of the setting fit the values of
the output quantity Yo and Yj; when the calibrator works according to the nominal
profile of the process, X; and X5 are the values of the setting fit the values of the
output quantity Yo and Yjs when the calibrator works according to the real profile
of the process, X and Y represent any value of the setting and the fitting value of the

Yr=(8 Y+ 1)X+4,

Yy=X
Yy

Xo X] XK X XZ XM

Fig. 4.10. Nominal Yy and sample real Yr profile of the process
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output quantity when the calibrator works according to the nominal profile, and Xy
is calculated at the stage of the correction value of X.

The realization of the adjustment is a laborious and responsible task. The stage
of calculating correction determines the laboriousness of the adjustment. Then the
ergonomics of adjustment needs special attention when the algorithm is worked out.
There are two possible ways to design the stage of calculating correction:

e first — manual from the calibrator keyboard, implemented in the C101 multi-
function calibrator (Szmytkiewicz, 1998; 2000),

e second — half automatic from the computer via an interface connection, imple-
mented in the C300 three phase power calibrator (Calmet, 2006).

The advantage of the first selection is the possibility to perform the calibrator adjust-
ment in different laboratories without using computer equipment or special software.
The advantage of the second selection is

e decreasing the probability of mistakes when the stage of calculating correction
is reached,

e saving in memory the correction coeflicients allows, after a few years, using these
memorizes coefficients to be used for the analysis of the change of calibrator
€rTors,

e after any damage of the digital part of the calibrator it is enough to recall the
correction coefficient from computer memory.

4.6. Multiple output calibrators

Typical multifunction calibrators can generate only one quantity at a time — a voltage
or a current (Fluke, 1979; Olencki, 1983). For many applications are needed precision
sources with more than one channel with an accurately generated value of the voltage
or the current (Carullo et al., 1998). Practically in laboratories the are used two or
six channel calibrators. The so-called “one phase” power calibrator has two outputs
and can generate at the same time an AC voltage and current (Fluke, 2006a; Rotek,
1989). Also the phase angle between them can be set with high accuracy, so we get the
possibility of power simulation. The six channel version can generate three voltages
shifted usually by 120° and 240° and three currents shifted like the voltages plus
an additional phase shift between the voltage and the current. Such a system allows
simulating a three phase power network (Calmet, 2006).

One phase and three phase calibrators can be used for adjustment and check-
ing measurement equipment, especially electricity meters and power analyzers, etc
(Coombes, 2006; Fluke, 2006b; 2006¢c). They can generate reference vectors of the
voltage and current, which is shown in Fig. 4.11.

Figure 4.12 presents a block structure of the one phase calibrator (Olencki and
Urbanski, 1998). The structure can be divided into a digital part with control unit
CU and an analogue part. This part consists of a generator G, a phase shifter PS,
a voltage power amplifier VP and a current power amplifier CP. At the output of
calibrator terminals, active power P is simulated according to the equation (4.20) and
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U
I Ui; Uz; Us  sinusoidal phase voltage
I Iz I3 sinusoidal phase current
XU;U, ©1; p2; w3 phase angle shift
LUsz; Uy angle shift between voltage Uz and U;
I3 20U LUs; Uy angle shift between voltage Us and Uy
f frequency of voltage and current

U3 U2

L,

Fig. 4.11. Vector diagram of three phase power calibrator output
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Fig. 4.12. Structural scheme of a power calibrator

reactive power (@) according to the equation (4.21):
P =UlIcos(p), (4.20)
Q = Ulsin(yp), (4.21)

where U is the setting value of the sinusoidal voltage, I is the setting value of the
sinusoidal current, f is setting value of the frequency, and ¢ is the setting value of
the phase shift between U and I.

From the control unit CU to the analogue part of the calibrator there are con-
nected signals as follows: the setting of the voltage (U), the setting of the current (1),
setting of the phase shift (¢), and setting of the frequency (f).

The nominal characteristics (4.20) and (4.21) describe the relationship between
the output quantity (power) and the settings at the input. The real characteristics
Pr and Qg of the power calibrator have a systematic error of adjustment and are
given by the equations (4.22) and (4.23):

Pr = [(6U+ 1)U + AU][ (61 + 1) I + Al cos (¢ + Ayp), (4.22)

Qr = [(BU + 1)U + AU][ (5T + 1) I + Al sin (¢ + Agp), (4.23)
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Fig. 4.13. Block diagram of a power calibrator with a closed tracking
structure and error corrections

where 0U, AU represent the multiplicative and the additive part of the voltage U
error, 01, AT represent the multiplicative and the additive part of the current I error,
and A is the error of the phase shift angle .

The difference between real and nominal characteristics gives an active power

error 0 P and a reactive power error () of the power simulated at the output of the
calibrator. The equations of these errors are (Urbariski, 2001):

5P:PR_P:5U+ﬂ+51+£+COS(WFA@)_COS@, (4.24)
P U I cos @

Q= 9r=Q sy AU 5y AL sialet Ap) msing o)
Q U I sin

The equations (4.22)—(4.25) describe the static properties of the power calibrator by
connecting the output quantities P or ) with the settings U, I, ¢ and f.

Figure 4.13 presents a block diagram of a real power calibrator developed by
means of a closed tracking structure with error corrections (Olencki and Urbanski,
1994a; 1994b). The signal of the setting NN, is compared with the output signal ¢
converted by the phase shift angle converter (¢/C) to a digital code. The result of the
comparison, as a coefficient L, is added by the phase shifter PS to the main signal
(output of the counter L.1). The presented structure consists of a voltage channel (U),
which contains an impulse generator GI, a counter L1, memory ROM with a stored
shape of the signal, a digital to analog converter C/A and a voltage power amplifier
VP. The second channel I consists of phase shifter PS (as a code adder), read only
memory ROM, a digital to analog converter C/A and a current power amplifier CP.
Astatic characteristics of control are delivered by means of a counter L2 connected to
the correction path and additionally, the adder S and a phase shift angle to digital
code converter (¢/C). In a stable state there is given set of equations (Urbanski,
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2001):
=N,
Coo = N, (4.26)
CgaC = KgaCa

which allows us to describe the nominal characteristics of the calibrator and its error

by the equations
Ny
K,c’

Ap = Rpr — 0K, ,c Np, — Apc — Roc + Rio, (4.28)

o= (4.27)

where K¢ is the converting coefficient of the phase shift angle converter ¢,/C, d K¢ is
the ¢/C converter multiplicative part of the error, A,¢ is the ¢/C converter additive
part of the error, R ¢ is the resolution of the ¢/C converter, Rpr is the resolution of
the adder PS, and Ry is the resolution of the counter L1.

In the equation (4.28), there are no parasitical phase shifts own and pwp of
output amplifiers, which is an advantage of this structure. The phase shifter PS and
the counter L2 are made as digital circuits, and their resolution R is related to the
frequency of the impulse generator GI according to the equation

~360f
far’
where f is the frequency of the output signals, and fgy is the frequency of the impulse

generator GI. So errors caused by the limited resolution Rpr and Ryps of the phase
shifter PS and the counter L2 can be made considerably small.

R[] (4.29)

4.7. Calibrator as a test system

The idea of a connection three phase calibrator and additional meters with a computer
equipped with specialized software gives a new kind of device — a three phase power
calibrator and an electric equipment automatic tester (Olencki, 2006). In Fig. 4.14. this
calibration and test system is presented. It consists of a calibrator and a computer with
software. The calibrator has a precision three phase generator and a set of additional
inputs and meters:

e impulse counter SO for counting the output impulses from electricity meters,

e direct current ammeter Idc for checking industrial transducers,

e DC voltmeter Udc for checking industrial transducers or DC current clamps,

e AC ammeter lac for checking current clamps or current transformers for mea-
surements,

e timer {p for starting relay time measurements.

This idea is applied to design a three phase automatic calibration system model
C300 (Calmet, 2006) called the “calibrator”. This calibrator can be used for measure-
ments of two kinds of calibration characteristics:

e error curves (see Fig. 4.15(a)) of electricity meters, measurement industrial
transducers, current clamps and current transformers in a fully automatic way,
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e time curves (see Fig. 4.15(b)) of protection relays, e.g. overcurrent relays, in a
fully automatic way,

e error curves of the analogue or digital meters and power quality analysers in a
semi automatic way.

The error Err and response time ¢ characteristics can be presented as a graph or
a table. Efficient testing and performance analysis require well-defined reference values
AX oy in Fig. 4.15(a) and tgpain, trmax in Fig. 4.15(b). The C300 calibration system
can automatically create the reference values on the basis of customer requirements.
Specialized software will compare the actual measurement result with the reference
values and check for any deviations from the reference values. The results are correct
for the following requirements:

_XLIM(XM) < E?”’I"(XM) < +XL[M(XM), (4.30)

tr MIN(XM) < tR(XM) <tgr MAX(XM)~ (4.31)

4.8. Conclusions

The first calibrators were designed with structures similar to manually controlled
systems. In the next calibrators, for stabilizing the amplitude of voltages or currents
in multifunction and power wide range calibrators are used closed single or multi
loop structures and PI controllers. For stabilizing phase angles in power calibrators
there are used closed structures with an additive correction of errors. Static and
dynamic analyses are required to achieved good calibrator parameters: high accuracy
and short settling times. In most of the modern calibrators there are used PWM DAC,
and autocalibration and digitally adjustment methods are implemented to achieved
high accuracy. The automation of calibration procedures is particularly important
for checking three phase electrical devices, e.g. energy meters or protection relays.
For this purpose there is presented the idea of the three phase automatic calibration
system, which is implemented in the compact three phase power calibrator model
C300, dedicated to calibrate extremely wide range electrical devices.

References

Calmet (2006): Three phase power calibrator and meter tester. — Calmet,
http://www.calmet.com.pl.

Carullo A., Ferraris F., Parvis M. and Vallan A. (1998): Phantom power generator for the
calibration of wattmeters in distorted environments. — Proc. IMECO TC-4 Symp. De-
velopment in Digital Measuring Instrumentation and 3-rd Workshop ADC Modeling
and Testing, Naples, Italy, pp. 67-71.

Coombes D. (2006): Improving accuracy of power and power quality measurements. — Fluke
Precision Measurement Hurricane Way, Norwich, UK, http://assets.fluke.com.

Dziennik Normalizacji i Miar (DzNiM) (1978): Zarzqdzenie Nr 18 Prezesa PKNMiJ z dnia 9
lutego 1978 r. w sprawie ustalania przepiséw o sterowanych zrédtach odniesienia (kali-
bratorach) napiecia statego. — No. 4, Warsaw, (in Polish).



4. Voltage and current calibrators 93

Dziennik Normalizacji i Miar (DzNiM) (1984): Zarzqdzenie Nr 55 Prezesa PKNMiJ z dnia
8 grudnia 1984 r. w sprawie ustalania przepiséw o kontrolnych Zrédtach odniesienia
wartosci skutecznej napiecia sinusoidalnego w pasmie czestotliwosci od 10Hz do 100kHz.
Przepisy o legalizacji 1 sprawdzaniu narzedzi pomiarowych. — No. 16, Warsaw, (in Pol-
ish).

Fluke (1979): 5100 Series B Calibrators. — Instruction Manual, John Fluke Inc.

Fluke (2006a): The Fluke 6100A Electrical Power Standard. — Fluke,
http://www.fluke.com/library.

Fluke (2006b): 9100 Universal Calibration System. — http://us.fluke.com.

Fluke (2006¢): Using the 6100A Electrical Power Standard to calibrate energy meters. —
Fluke, Application Note, http://www.fluke.com/library.

Grimbleby J. (2004): Digital-to-Analogue Conversion. Analogue-to-Digital Conversion. —
The University of Reading, Unit EE2C2:1, http://www.elec.rdg.ac.uk.

IEC 443 (1974): Stabilized supply apparatus for measurement. — Publication IEC 443,
Geneve.

Lange Z. and Olencki A. (1986a): Circuit for reference alternate waveform generation. —
Patent PL No 134147, (in Polish).

Lange Z. and Olencki A. (1986b): Circuit for digital to analog conversion. — Patent PL
No. 133457, (in Polish).

Olencki A. (1982): Calibrator of constant voltage and current and alternate sinusoidal wave-
forms type GA1. — Pomiary, Automatyka, Kontrola, PAK, No. 8-9, pp. 280-281, (in
Polish).

Olencki A. (1983): Digital to analog converter for calibrator. — Pomiary, Automatyka, Kon-
trola, PAK, No. 8, pp. 259-260, (in Polish).

Olencki A. (1984): Problem of digital to analog converter dynamic properties improovement
in multifunction voltage and current calibrator. — Wroctaw University of Technology,
PhD thesis, (in Polish).

Olencki A. (1991): Calibrators of electric quantities. — Kiev: Institute of Electrodynamics
of the Ukrainian Academy of Science, D.Sc., (in Russian).

Olencki A. (1998): Philosophy of voltage and current meter testing — the art of multifunction
calibrators design. — Pomiary, Automatyka, Kontrola, PAK, No. 9, pp. 358-361, (in
Polish).

Olencki A. (2006): Three phase power calibrator and automatic tester of electric devices. —

Pomiary, Automatyka, Kontrola, PAK, No. 6 bis, pp. 106-108, (in Polish).

Olencki A. and Szmytkiewicz J. (1999): Analysis of possibilities of metrological parame-
ters improvement in multifunction AC/DC voltage and current calibrator. — Computer
Aided Metrology Conference, Rynia near Warsaw, Vol. 2, pp. 123-130, (in Polish).

Olencki A. and Urbanski K. (1994a): One Phase Calibrator. — Patent PL No. 163005, (in
Polish).

Olencki A. and Urbariski K. (1994b): Three Phase Calibrator. — Patent PL No. 163006, (in
Polish).

Olencki A. and Urbanski K. (1998): AC power calibrators. — Proc. Polish Metrology
Congress, Gdansk, Poland, Vol. 3, pp. 233-241, (in Polish).

Rotek (1989): Precision Wattmeter and Watthour Meter Calibrators series 800A/811A. —
Instruction Manual, Rotek Instrument Corp.



94 A. Olencki et al.

Szmytkiewicz J. (1990): Calibrator type SQ10. — Wiadomosci Elektrotechniczne, No. 1-2,
pp. 24-25, (in Polish).

Szmytkiewicz J. (1998): Digital adjustment of multifunction calibrator. — Zeszyty Naukowe
Politechniki Slaskiej, Series Elektryka, No. 162, Gliwice, pp. 115-122, (in Polish).

Szmytkiewicz J. (2000): Analysis of Possibilities of Metrological Parameters Improvement
i Multifunction AC/DC Voltage and Current Calibrator. — Technical University of
Zielona Goéra, Faculty of Electrical Engineering, PhD thesis, (in Polish).

Urbarniski K. (2001): AC Power Calibrator Structures and Algorithms of Work. Development

and Properties Analysis. — Ph.D. thesis, Technical University of Zielona Gora, Faculty
of Electrical Engineering, (in Polish).



Chapter 5

ASSIGNING TIME PARAMETERS
OF DISTRIBUTED
MEASUREMENT-CONTROL SYSTEMS

Emil MICHTA*, Adam MARKOWSKI*

5.1. Introduction

The evolution of Distributed Measurement-Control Systems (DMCSs) structures and
the availability of advanced electronic circuits solutions for communication in indus-
trial networks, observed in the few last years, have created convenient circumstances
for building networked measurement-control systems. The basic components of such
systems are intelligent nodes based on microprocessors. An important feature of an
intelligent node is data processing and bidirectional communication with other DMCS
nodes. During the last years the significance of DMCSs has increased because, besides
having a direct influence on a controlled or supervised process, they are a fundamental
source of measurement data for many applications such as a visualization systems,
diagnostic systems or expert systems. As a consequence, it is important to combine
the performance of nodes with the communication part of DMCS a in such way that
all tasks will be done on time and the response time will assure that the deadline
won’t be exceeded.

DMCS evolution, from the so-called “multiplexer structure” to the “network struc-
ture”, created a quite new setting for its design strategy (Michta, 2000). The basic
demand is that processing and communication tasks executed in DMCS abide dead-
lines. That is why deadline analysis should be done at the system design stage. To
asses correctly if a task’s deadline is not exceeded, it is necessary to see a system
as a set of simultaneously shared and cooperating components. DMCS task deadline
analysis inseparably involves the measuring of data transmission delays, from their
source to the destination point in a system. Computer aided DMCS design tools
should allow modeling such situations.

* Institute of Electrical Metrology
e-mails: {E.Michta, A.Markowski}@ime.uz.zgora.pl
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A brief review of the state-of-the-art field of DMCSs shows that, as has already
been emphasized, more attention is paid to the problem of time parameters calculation
(Jakubiec and Al-Raimi, 1999; Kwiecien, 2000; Michta, 2002; 2005; Syndenham and
Thorn, 2005). Except the time parameters, plenty of other parameters describing such
a systems, e.g. performance, utilization, are defined. From the engineering point of
view, the most important DMCS parameter is the response time of a system to the
events in a object, process or environment. It could be pointed out that most papers
dealing with DMCSs concentrate on the investigation of the system communication
part. In some cases such an approach is not sufficient. Besides, it lacks quality and
quantity indicators of system correctness.

Among the cases described in the literature, research approaches in the field of
data transmission delay take into account all kinds of final results. Several groups
can be distinguished. To the first one belong analytical methods, which enable delays
calculation based on the “Worst-Case-Executing Time” (WCET) (Audsley et al., 1997;
Michta, 2000). Such an approach allows calculating delays for particular nodes and
for the whole system. The WCET approach gives results very quickly but sometimes
they are very pessimistic and lead to poor utilization of processing and communication
resources, particularly if a task executing time C is varying in a wide range and worst
cases are seldom. Analytical WCET methods do not allow obtaining delay histograms,
which are often very important for DMCS designers.

Besides the analytical approach, the determination of DMCS time parameters can
be done by means of simulation or experimental approaches (Andersson et al., 2005).
The simulation technique is a powerful one that can be used at several stages of DMCS
development. It should be possible to simulate the computation that takes place
within the nodes and communication between the nodes, simultaneously. This chapter
presents a simulation environment that facilitates the simulation of a DMCS with
measuring and actuator nodes and a communication network. Case studies covering
analytical, simulation and experimental approaches are presented.

5.2. Reasons of delays in DMCSs

Often, measuring data that arise in one system node and are then passed on by the
system communication part and used for control purposes in another node are a source
of delays (Kim and Lee, 2002; Markowski, 2004; Zaba, 2003). To define delays in a
DMCS, usually we take into account the time passing from data sampling instant (1)
in the measuring node to use in the actuator node (t2); Fig. 5.1. Usually a few to
several dozens of nodes are connected to the network segment. To exchange messages,
nodes use a shared communication medium. Rules of sharing the network medium
are set by the communication protocol applied. The periodic message transmission
delay tg4 introduced by the communication system depends on all other transmissions
done in the DMCS, and during succeeding transmissions can be different and changes
from 2 min t0 ta max. In a real system there are more shared resources. First of all in
the nodes there are microprocessors which are shared by executed programs, realize
different tasks done by nodes, e.g. measuring, control, data processing or service of
communication. Another group of shared resources are data sending buffers, which



5. Assigning time parameters of distributed measurement—control systems 97

PROCESS

ta=1-1;

Fig. 5.1. Shared segment of the DMCS

are used to store data before their transmission. During DMCS timing analysis the
influence of all shared resources should be taken into account.

To do a timing analysis of the shared resources in a DMCS, the use of a scheduling
theory, a well-known approach from the field of computer science, can be very useful.
The scheduling method allows allocating processor time or other shared resources
to the tasks in such a way that all task deadlines are met. In this chapter, node
delays caused by programs executed by the processor and delays in the communication
system are taken into account during the timing analysis. The basic aim of our work
was searching for relations between delays in DMCS data transmission, looking for
their causes and influence on DMCS functioning. There is a diversity of situations
in which delays are present. The complexity of analytical description of this kind of
relations and the requirement for the knowledge of the quantity and kind of delay
at the stage of design determine the range, importance and way of conducting the
research using a DMCS simulation model. This approach is very useful because the
results obtained during simulation can be used by DMCS designers to choose a suitable
structure of the designed system or node, and can indicate if task deadlines executed
by the node processor and communication tasks deadlines are met.

5.3. Time parameters assigning approaches

Currently designed measurement-control systems (MCSs) are often distributed sys-
tems, where sensors and actuators are located in different nodes connected by a net-
work. Distributed systems with decentralized intelligence are more flexible but also
more non-deterministic. Communication protocols used in the DMCS introduce tim-
ing variations that influence task scheduling in the nodes (Michta, 2000).

In many applications, the correctness of the DMCS depends not only on the
logical results of the computations but also on the time at which the results are
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produced. To design such a system, with real-time constraints, the use of aided tools is
required. Many different methods and tools are used in the development of a DMCS. In
this chapter, three approaches to assigning time parameters of a DMCS are presented.
The first one is an analytical approach based on the well-known scheduling theory.
The next one is an experimental approach that requires building a real system copy
and investigating of it in pursuit of time parameters. The most attention is given
to simulation approaches because they are a powerful technique that can be used at
several stages of DMCS development. It should be possible to simultaneously simulate
the computations that take place within the nodes, and the communication between
the nodes, the sensor and the actuator.

A large number of general network simulators exists today. One of the most well
known is the ns-2, which is a discrete-event simulator for both wired and wireless
networks, supporting routing, transport and multicast protocols. However, its useful-
ness for the simulation of a DMCS is limited. There are also same network simulators
dedicated to the sensor network domain. TOSSIM derives directly from the TinyOS
code and is quite useful (Lewis et al., 2003). Network in A Box (NAB) is another
simulator for a large-scale sensor network. Another example is J-Sim, a general simu-
lation environment that includes a packet-switched network model that may be used
to simulate sensor networks. The types of simulators mentioned above generally lack
the ability to simulate continuous-time dynamics and the inner structure of the nodes
that is present in our simulator presented in the chapter.

The next group of simulators is dedicated to DMCS environment. The simulator
RTSIM has a module that allows system dynamics to be simulated in parallel with
scheduling algorithms. XILO supports the simulation of system dynamics in Con-
troller Area Network (CAN) networks with priority-pre-emptive scheduling. Poloterny
Il is a general purpose multi-domain modeling and simulation environment that in-
cludes a continuous-time and a simple Real-Time Operating System (RTOS) domain
(Baldwin et al., 2004). Recently it has been extended to the sensor network domain
also. Two MATLAB-based toolboxes: Jitterbug and TrueTime, for the analysis and
simulation of real-time control systems have been developed by the Swedish Lund
Institute of Technology. These tools make it possible to investigate the impact of de-
lay, jitter, data loss on control performance. The scheduling and execution of control
tasks is simulated in parallel with network communication. The strength of TrueTime
are co-simulation facilities that make it possible to simulate latency-related aspects
of network communication in combination with node computations.

The chapter presents a new simulation environment that facilitates DMCS simu-
lation with measurement and actuator nodes and communication networks, developed
in our Institute. The structure of the simulation model, its basic features and examples
of simulation case studies will be presented.

5.4. DMCS communication model

5.4.1. Communication model

In the works (Michta, 2000), a communication model of a DMCS, presented in Fig. 5.2,
is proposed. The model contains nodes connected by a communication system. Usu-
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ally, most of the nodes are installed in the process, object or environment. However,
a few from them can be used to run applications which use data fetched from the
measurement nodes. Scheduling and task switching functions are realized by proces-
sors in the nodes, taking their to complete those and blocking other tasks from being
executed.

The DMCS shown in Fig. 5.2 is implemented as a set of embedded nodes. Each
node runs a number of measuring, actuator and local tasks. These tasks communicate
with each other by passing messages between the nodes across a shared network. In
order to meet timing requirements, end-to-end communication delay composed by
sender node generation delay, queuing delay during accessing the network, transmis-
sion delay and delivery delay in the receiver, the node must be bounded.
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Fig. 5.2. DMCS communication model

Let us consider techniques that can be applied both to software within nodes
and to messages passing on shared buses to assure that the deadlines are met. To
analyse time constraints of a networked, distributed system, we have to distinguish
three functional layers: the node application layer, the communication stack layer and
the network layer, shown in Fig. 5.2. During the analysis of each layer, a combination
of different scheduling policies can be used. For example, the network layer may be
priority driven with the use of non-pre-emptive Rate Monotonic (RM) or Deadline
Monotonic (DM) polices while nodes may be priority or time driven with the use of
both pre-emptive and non-pre-emptive approaches. Different nodes may have different
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scheduling policies due to manufacturer preferences, thus during the DMCS designing
phase we have a real influence mainly on the choice of a communication system. RM,
DM and EDF (Earliest Deadline First) are priority based scheduling algorithms so
the system must have an adequate number of priority levels that can be assigned to
tasks in each layer.

The primary objective during the design phase is to decouple the scheduling of
resources and to analyse the scheduling of each node processor and each network.
As we can see in Fig. 5.2, the same techniques of the analysis of task scheduling
on the processor node and message scheduling across the network can be used. The
decoupling of resources allows us to divide the scheduling problems and simplify the
development and maintenance of nodes and the NMCS itself.

5.4.2. System task model

Let us consider a simple message passing cycle in the DMCS shown in Fig. 5.3 with
three basic components, i.e. communication bus and two nodes: the Measuring Node
(MN) and the Actuator Node (AN). The nodes cooperate through the network to
provide end-to-end functionality. In a real-time system this end-to-end functionality,
from event to response, must be provided within a specified deadline. The response
time R; on the event ¢ should be shorter than the deadline D;. Timing analysis is
applied to a resource shared between multiple activities. According to the DMCS
model shown in Fig. 5.2, on an application level, in the sensor and actuator node
several functions are executed by a single microprocessor. On a communication stack
level, output and input messages wait in a queue to be served. Finally, on the network
layer one bus carries a number of messages sent by the nodes.

To simplify the timing analysis of measuring node to actuator node commu-
nication, we can conduct a partition analysis of components that can be analysed
independently, as shown in Fig. 5.3. For the task 7;, release jitter time, blocking time
and interference time are joined together and represented by the grey area (waiting
time) to the left in the execution time windows shown in Fig. 5.3. End-to-end re-
sponse time depends on the response time of each component involved in the deadline
to be met. Different offline scheduling policies could be investigated using this simple
control loop as an example.

Shown in Fig. 5.3 are the execution times of tasks on the two nodes (measuring
and actuator) and the communication task execution time on the bus. An execution
window represents each activity. The left end of the box represents the arrival of the
task and the right end represents the latest task completion. The length of the box
represents the task response time on a given level. The activity may be finished at
any time after the minimum execution time represented by the length of the white
box. In the worst case, release jitter and blocking and interference from other tasks
may delay task execution.

5.5. Scheduling theory in DMCS analysis

Schedulability analysis can be performed online or offline. In the online case the
schedulability of the task set is analysed at run-time, whereas in the offline case it is
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Fig. 5.3. Task model

performed prior to run-time. The offline scheduling requires little run-time overhead
and the schedulability of the task set is guaranteed before execution. However, it re-
quires a prior knowledge of tasks timing characteristics. If the tasks characteristics are
not known prior to run-time, schedulability analysis must be performed online. There
are two basic types of online schedulers: planning-based and best-effort schedulers. In
the planning-based type, when a new task arrives, the scheduler tries to re-define a
new schedule, which is able to comply with both the requirements of the new task and
the requirements of the previously scheduled tasks. The new task is only accepted for
execution if the schedule is found feasible. In the best-effort type, when a new task ar-
rives, the scheduler does not try to perform a new schedule. The new task is accepted
for execution, and the system tries to do its best to meet task deadlines (Michta,
2000; Syndenham and Thorn, 2005).

Offline scheduling paradigms depend on whether the schedulability analysis pro-
duces itself a schedule according to which tasks are dispatched at run-time. The
table-driven approach is the best-known example of offline scheduling that produces
a schedule. The priority-based approach is an example of offline scheduling where no
explicit schedule is constructed. At run-time, tasks are executed in a highest-priority-
first basis. Priority-based approaches are much more flexible and accommodating than
table-driven approaches.

5.5.1. Task priority assignment schemes

The most popular priority assignment scheme is to give the tasks a priority level
based on its period: the smaller the period, the higher the priority. Thus, if they have
smaller periods, their worst-case response time must also be smaller. This type of
priority assignment is known as the RM rate monotonic assignment. RM schedul-
ing theory ensures that, for a given fixed set of tasks with fixed and known priority
ordering, as long as system utilization of all tasks lies below a certain bound and
appropriate scheduling algorithms are used, all tasks meet their deadlines. This put
the development and maintenance of real-time systems on an analytic basis, making
these systems easier to develop and maintain. RM theory was introduced for schedul-
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ing independent, periodic tasks with end of period deadlines. RM is an optimal static
priority scheduling algorithm for independent periodic tasks with end of period dead-
lines.

If some tasks are sporadic, it may not be reasonable to consider the relative
deadline equal to the period. A different priority assignment can then be to give the
tasks a priority level based on its relative deadline: the smaller the relative deadline,
the higher the priority. This type of priority assignment is known as DM deadline
monotonic assignment.

In both the RM and DM priority assignments, priorities are fixed, in the sense
that they do not vary along time. At run-time, tasks are dispatched highest priority
first. A similar dispatching policy can be used if the task which is chosen to run is
the one with the earliest deadline. This also corresponds to priority-driven scheduling,
where the priorities of the tasks vary along time. Thus, the EDF earliest deadline first
is a dynamic priority assignment scheme. In all three cases, the dispatching phase will
take place either when a new task is released or the execution of the running task
ends.

5.5.2. Pre-emptive and non-pre-emptive systems

A common implementation for embedded node software and for a master-slave com-
munication system is to use a Static Cyclic (SC') system. This involves static creation
of the schedule that typically consists of a number of tasks running one after another
to form an overall schedule. A cyclic system does not make effective use of the CPU
and the worst-case response time for each task exceeds its period. In a cycling system
all tasks must run at harmonic processing rates. Such a solution can be used for nodes
with a small number of tasks and for implementations without real-time requirements.
To improve effective use of the node CPU and to optimise worst-case response time,
tasks priority levels with a pre-emptive or a non-pre-emptive scheduling policy can
be used.

In a priority-based scheduler, a higher-priority task may be released during the
execution of a lower-priority one. If the tasks are being executed in a pre-emptive
context, the higher-priority task will pre-empt the lower-priority one. In a non-pre-
emptive context, the lower-priority task will be allowed to complete its execution
before the higher-priority task starts execution. This situation can be described as
priority inversion because a lower-priority task delays a higher-priority task.

5.5.3. Offline schedulability analysis

There are two basic types of analytical methods to perform pre-run-time schedulability
analysis. One is based on the analysis of the processor or network utilization. The other
one is based on the response time analysis for each individual task. By considering only
the processor or network utilization of a task set, a test for pre-run-time schedulability
analysis could be obtained. An analytical approach is used to predict the worst-case
response time of each task. The obtained values are then compared with the relative
deadlines of the tasks.

The utilization-based test is a simple computation procedure, which is applied
to an overall task set. For this reason, such tests are very useful for implementing
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schedulers that check feasibility online. However, utilization-based tests do not give
tasks response time values. Then constitute sufficient but not necessary conditions.
For RM priority assignment it was proved that a set of IV independent periodic tasks
characterized by a worst case computation time C and a period T' scheduled by the
rate monotonic algorithm will always meet its deadlines for all tasks, if an utilization-
based pre-run-time schedulability test is as follows:

N
U:Z%ng(Ql/N—l), (5.1)
=1

where C; is the worst-case computation time of the task ¢, and T; is the minimum
time between task i releases (period).

Utilization-based tests are sufficient but not necessary conditions. This
utilization-based test is valid for periodic independent tasks with relative deadlines
equal to the period and for pre-emptive systems. For the non-pre-emptive case, a
similar analysis can be adapted to include the task ¢ blocking time B;, during which
high priority tasks are blocked by low priority tasks:

i

where B; is the maximum blocking a task ¢ by lower priority tasks than the task .

5.5.4. Response time tests

Task response time or the interval between its minimum and worst-case value is a very
important time parameter for hard and safety-critical real-time objects. To confirm
that each task meets its deadline, the worst-case completion time of each task is
calculated taking into account the influence of the other tasks. It was proved that the
worst-case response time R;, of the task ¢ is found when all tasks are synchronously
released at their maximum rate. For that instance R; can be computed by the following

recursive equation:
n
R = Z Gl;_ﬂ X Cj> + G, (5.3)
JE€hp(3)
where hp(7) denotes the set of tasks of higher priority than task ¢ priority, the symbol
[-] is the ceiling function.

The initial value for R; is zero. The recursion ends when R"t! = R® = R,. If
the worst-case response time R; exceeds T; (in the case of RM priority assignment)
or D;, (in the case of DM priority assignment), the task ¢ is not schedulable. This
result is valid for the pre-emptive context. For the case of non-pre-emptive tasks, the
utilisation-based test (5.3) was updated to include a blocking factor, during which
higher priority tasks can be blocked by low-priority tasks. Taking into account the
blocking factor B;, worst-case response time for the nonpre-emptive approach can be
derived from the following recursive equation:

R =B+ > GR?} X Cj> + G, (5.4)

j€hp(i) J
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where B; = max{C};} for Ip(i), where Ip(i) denotes tasks with lower priority than the

task i.
The above equation was used for analytical analysis of the DMCS. The results

of the analysis achieved by analytical, experimental and simulation approaches are
presented in Section 7.

5.6. DMCS simulation model

The structure of a DMCS communication model including all shared resources pre-
sented in Fig. 5.2 was used to formulate a DMCS simulation model (Markowski, 2005).
The simulation model is based on the following assumptions:

— all model parameters are deterministic,

— discrete event simulation will be used: the activity inspection method and the
event planning method,

— structure of the model should be scalable according to the possibility of using
different task scheduling methods in each simulation model block,

— two media access strategies should be done: master-slave and peer-to-peer,

— in the nodes, the following kinds of tasks will be executed: local tasks, measuring
tasks, actuator tasks and buffer tasks.

5.6.1. DMCS model structure

The simulation environment has been developed based on the DMCS model structure
presented in Fig. 5.4.

Node N Node N, Node N,
start_0 stop 0
Microprocessor |[sart 1| Counters | siop 1]| Microprocessor ||, o o [ Microprocessor
(Measuring task) (Actuator task)
start_7 stop_7
HIEE R E HIHE N gl 3R
s z g 3 £ k4 = § : Z T
J L \A reset EOA A J Al RO A J = A
Buffer Buffer _clk o Buffer Buffer Buffer Buffer
Tx Rx Tx Rx Tx Rx
z B =z o g B ) . 5 z .
EA -1 AN AR b 2 |s|E = |zl 2l g
g 5|7 80 §°F IFE £
Communication Bus

Fig. 5.4. DMCS model structure
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To achieve DMCS model universality regarding its different structures and ability
to use different task scheduling methods in each module, cooperation between model
modules was carried out by means of suitable signals. The data bus, control signals
and signals auxiliary to counter service were distinguished. Such a solution gives the
opportunity for independent functioning of DMCS model modules and enables each
module to be tested independently.

In the nodes of the DMCS model the scheduling of the node tasks is done. Each
node cooperates with the assigned receiver and transmit buffer, by means of control
signals and the data bus. The buffer stores the data received and the data ready
to be sent. The node buffers cooperate with the bus module, which simulates the
media access control method for peer-to-peer or master-slave networks. The system
tasks are divided into two kinds of tasks located in two different nodes. The first one
is the measuring task, which acquires data from the process. The second one is the
actuator task, which uses measured data for process control. Both tasks are joined by
the communication task executed in the simulation tool in the bus module.

5.6.2. Simulation model based on the activity inspection method

The algorithm of the simulator program, based on the activity inspection method,
realized for the above structural model of a system (Fig. 5.4) is presented in Fig. 5.5.
After each loop, the clock state is incremented. Simulation is done simultaneously for
all nodes, all receiver and transmission buffers and the communication bus. The main
simulation program loop is repeated until the loop counter reaches a set value of the
clock cycles.

As the simulation is started, the “model parameterization” block is executed.
Initial values for all variables used during the simulation, such as the number of nodes,
node tasks parameters, the communication relationship between the tasks in different
nodes, are being set. Then the system clock T is incremented and the simulation “stop
condition” is tested. In the next step, tasks in each node are scheduled according to
the chosen scheduling strategy (RM or DM). Because some tasks would like to retrieve
data from the receiver buffers or would like to write down data to the transmitter
buffers, during task scheduling the buffers are checked also and, if it is necessary,
suitable output signals are set. After the task scheduling is done in each node, the
input signals states of all communication buffers are checked and, depending on the
state, an appropriate action is taken. In the simulator, the data write, write pointer
incrementation, data read and read pointer incrementation, are distinguished. After
updating the state of the communication buffer, the state of the bus is updated. The
bus operation depends on the kind of media access control method and relays on data
exchange between the nodes. Data exchange is done by reading the data from chosen
transmit buffers allocated by the arbitration (for the peer-to-peer access method) or
by the exchange scenario (for the master-slave access method). After transmission
delay time elapses, the transmitted data are written in the receiver buffer in the
destination node. Both read data from the transmitter buffer and write data to the
receiver buffer cause setting up the output signals in the bus module.
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Auxiliary signal verification
Recording of measuring results

Fig. 5.5. Algorithm of a simulation model program

5.6.3. Results of simulation

Before simulation start, the nodes, communication bus parameters and the time of
simulation should be set. When the simulation is running, data illustrating system
behavior are gathered. Taking into account the way the gathered data are presented
and processed, two groups are distinguished:

(i) data presented in a number form,

(ii) data presented in a histogram form.
For each system task, the following number form parameters are registered: Lpp
— number of measuring task execution, Lyp — number of the task overwritten at
the measuring node, Lrw — number of actuator (control) task execution, Lpopo
— number of transmitter buffer correct read-outs, L gy — number of overwrites in
transmitter buffer, LN BO — number of overwrites in receiver buffer, Logy — number
of transmitter buffer reads (for master-slave), and Lpopy — number of transmitter
buffer correct reads (for master-slave).

Based on the above parameters, the following coefficients are calculated:

b — Lrp — LyN — LNBO - Lygn +LnBo
P LTP )

Lrp
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or
L
kP = ZPéOBO’ (56)
TP
and .
=1 ki
ks = 722—5 2 (5.7)
z

where k, is the transition coefficient for the system task, k, is the system transition
coefficient, k,; is the transition coefficient for the system task ¢, and L is the number
of tasks executed in the system. Moreover, a measuring task excess, a bus excess in
the measuring side, a bus excess in the actuator side, and an actuator task excess are
calculated as well.

The transition coeflicient k, for the system task is defined as a rate of data loss
in the system, as a result of transmitter or receiver buffer overwrite. The system
transition coeflicient kg is defined as the mean value of all system tasks coefficients.
This coefficient enables us to prove that all system tasks are executed in a required
time and can be used to improve or fine tune the designed measurement-control
systems. The second group of parameters obtained during the simulation is involved
in a different delay calculation, which is presented in Fig. 5.6. In the DMCS simulation
model the response time for all tasks (local, measuring and actuating) executed in
the nodes is determined.

The next calculated delays deal with system tasks. For a measuring task, which
is a part of a system task, delays between the end of two succeeding executions of the
task. The next delay taken into account is the delay between the end of two succeeding
executions of measuring tasks. Successful measuring task execution means that the
measured data written to the transmitter buffer are not lost in the system on its way
to the actuator node and are read by the actuator task. Analogous calculations are
done for actuator tasks.

The last delay determined by the DMCS simulator is a communication task delay.
This delay is measured from the moment that the measuring task (part of a system
task) writes data to in transmitter buffer to the moment these data are read from
the receiver buffer by the actuator task of the same system task. For each simulated
DMCS system task, seven different delays can be determined.

The values of a delay measured during the simulation are stored and then the
following histograms are created :

e histogram of node tasks delays (for the measuring and actuator part),
e histogram of system communication tasks delay,

e histogram of system task data fetching,

e histogram of real system task data fetching,

e histogram of real system task data control,

e histogram of system task control.

Based on the obtained delay distributions, it is possible to determine numbers such
as a mean value, minimum and maximum values, etc.
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Fig. 5.6. Illustration of delays appearing during a single system task simulation

5.7. Verification of a simulation model

To be sure that the simulation model is correct, an assessment of the worked-out
simulation model should be done. The DMCS simulation model, presented in this
chapter, was assessed by means of analytical and experimental methods.

5.7.1. Analytical methods

The verification of the correctness of the developed simulation model was done by
using the scheduling theory outlined in Section 5.5. From the practical point of view,
for the system designer the most important parameter is the task response time.
This parameter was used to compare the results obtained during DMCS simulation
with those obtained in the analytical and experimental way. As an analytical method,
task scheduling theory was used. This method makes it possible, for a single shared
resource, to calculate the minimum and maximum of the response time R for each
task executed by the processor or the communication system. In the case when system
task execution depends on the execution of a few succeeding partial tasks, the minimal
value of the system task response time Ry, is just a sum of the minimal values
of the partial tasks and the maximal value of the response time is a sum of the
maximal values of the partial tasks. In the example presented in the chapter, analytical
verification of the worked-out simulation model was done for a system structure with
sixteen system tasks (see Table 5.1). Each system task contains a measuring and
actuator part, which are executed by different nodes.
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Table 5.1. System task time parameters

Measuring part Actuator part
System task no. of a system task of a system task
(priority) T [clk] ‘ C |clk] T [clk] ‘ C' [clK]
1.4 (0..3) 1110 130 1110 130
5..8 (4..7) 2110 240 2110 240
9..12 (8..11) 3110 330 3110 330
13..16(12..15) 4110 410 4110 410

Table 5.2. Tasks allocation in measuring nodes

Node 0 Node 1 Node 2 Node 3
C, (priority) | C, (priority) | C, (priority) | C, (priority)
4110 (12) | 4110 (13) | 4110 (14) | 4110 (15)
3110 (8) 3110 (9) | 3110 (10) | 3110 (11)
2110 (4) 2110 (5) 2110 (6) 2110 (7)
1110 (0) 1110 (1) 1110 (2) 1110 (3)

In the presented example, the measuring tasks are placed in four nodes (measur-
ing nodes) and the actuator tasks are placed in eight nodes (actuator nodes). Besides,
the system task covering both measuring and actuator nodes runs two local tasks with
the following values of the period and executing time: 77 = 500, C; = 50, T = 700
and Cy = 70. The communication part of a simulated DMCS system is running ac-
cording to the peer-to-peer strategy and the realized CAN protocol (128 kbps). Tasks
in all nodes are scheduled according to the RM approach without task preempting.
The rule of measuring task distribution between four nodes and its priority allocation
is the following: the tasks number 1 (priority 0), 5 (4), 9 (8) and 14 (12) are placed
in the measuring node 0 and so on (see Table 5.2).

The rule of actuator task distribution between eight nodes and its priority allo-
cation is shown in Table 5.3.

The minimal and maximal response time values for the system task 4, for the DMCS
structure presented in the chapter, can be calculated from the following relationship:

Ramin = Rz, Wy min + Rzk, min + Rz, Ws min, (5.8)

where Rz, w, min denotes minimal response time of the task 4 in the node 3, Rz, min
denotes minimal response time of the communication task 4, Rz, w, min denotes min-
imal response time of the task 4 in the node 5, and

R4 max — RZ4W3 max T sz4 + RZk4 max T RZ4W5 max (59)

where Rz, w, max denotes maximal response time of the task 4 in the node 3, Rzk, max
denotes maximal response time of the communication task 4, Rz, w; max denotes max-
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Table 5.3. Tasks allocation in actuator nodes

Node 4 Node 5 Node 6 Node 7
C, (priority) | C, (priority) | C, (priority) | C, (priority)
3110 (8) 3110 (9) 3110 (10) 3110 (11)
1110 (0) 1110 (1) 1110 (2) 1110 (3)
Node 8 Node 9 Node 10 Node 11
C, (priority) | C, (priority) | C, (priority) | C, (priority)
4110 (12) 4110 (13) 4110 (14) 4110 (15)
2110 (4) 2110 (5) 2110 (6) 2110 (7)

imal response time of the task 4 in node 5, and Bk, denotes blocking time of the
communication task 4.

The communication task ready for transmission can be blocked by a lower pri-
ority task which just occupies the bus. The blocking time for the discussed task 4 is
calculated from the following relationship:

Bk, = max{Czk,s; Cziiai Czs } (5.10)

where Czpg ,,,, stands for times of the communication tasks.

Response times for each node task are calculated from the recurrence equa-
tion (5.4). The measuring task of the system task 4 considered is executed in the
node 3 as a task 4. The actuator task of the system task 4 is executed in the node
5 as a task 4. According to the equation (5.8), minimal response time for the system
task 4 amounts to

R4min = 540+ 128 + 130 = 798.

According to the relation (5.9) we receive the following maximal response time
for the system task 4:

R4 max = 780 + 128 4- 320 + 380 = 1608.

The minimal and maximal response time obtained from the simulation model for the
same parameters for the discussed system task is the following: R .. = 1370 and
R} ax = 1490. All the above time values are expressed in numbers of simulation
model clock cycles.

Scheduling theory can be treated as a “worst-case execution time” analysis, there-
fore results obtained in this way are much more pesimistic, which is apparent if com-
pared with results obtained by simulation and in the analytical way. In both cases,
minimal and maximal response times for the system task 4 considered are signifi-
cantly different. In the chapter there are presented results only for the chosen task,
but analysis was done for all system tasks and the achieved results were similar. From
the practical point of view more useful are simulation results because in the designed
system the “worst-case” assumed by scheduling theory can never appear in a real
system.
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5.7.2. Experimental approach

To measure the transmitted data delays in a real system, a DMCS physical model
was derived. The DMCS block diagram and the picture of the physical model are
presented in Fig. 5.7. The DMCS physical model consists of the following four nodes:
the measuring node, the actuator node, the simulation node for the communication
bus loading simulation and the counter node (Markowski, 2004; 2005).

Configuration bus
= h Y 7y y y >
1 A
(v CAN/MODBUS v)
¥
e B
v J-L 7 J-L 5 A 4 <
START | STOP
Measuring . Counter 4 Actuator (l}?»eus L(;ad - =
- 3
Node . Node . Node erenon = ===
> < Node =
‘ ‘ - node configuration
3 ¢ 0 - START-STOP control
v - results recording

Fig. 5.7. DMCS block schema

The physical model’s nodes are configured and managed by dedicated software
running on a PC. This PC is used also for gathering the data from all nodes dur-
ing system operation. Each node is connected to three communication buses: the
configuration bus, the master/slave bus, and the peer-to-peer bus. After suitable con-
figuration of nodes, the physical model gives the opportunity to research the delay
histograms for a chosen system task. The delay is measured from the appearance of
the impulse start on the counter input up till the impulse stop comes. The start signal
is set by the measuring node and the stop signal is set by the actuator node.

For the configuration of the DMCS physical model presented in the chapter,
there were carried out 9000 realizations of the chosen system task. In Fig. 5.8, the
delay histogram acquired during physical model operation for the system task with
the priority 3 is presented. To compare the same parameters of the obtained his-
tograms, in Tables 5.4 and 5.5 the minimal and maximal values of the searched task
delay registered during physical model operation and simulation model operation are
written down.

Table 5.4. Delays in the physical model Table 5.5. Delays in the simulation model

Tmin Tmean Tmax Tmin Tmean Tmax
[ms] | [ms] [ms] [ms] | [ms] [ms]

| 6.91 | 11.93 | 1461 | | 6.81 | 1217 | 1401 |
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Fig. 5.9. Simulation model — transmitted data delay

In Fig. 5.9 we present the data transmission delay histogram received in the sim-
ulation model. In both cases the histograms are almost the same. The histograms
in Figs. 5.8 and 5.9 are right side symmetric and single-modal. The histogram ob-
tained from the physical model has a lower minimal value and a greater maximal
value than that obtained in simulation model. Differences appear from the following
simplifications assumed during the creating of the DMCS simulation model:

e neglecting time for switching tasks executed by the processor in nodes,
e neglecting the program cooperating with the communication processor,

e neglecting delays introduced by the communication processor.

5.8. Simulation of DMCS

The worked out DMCS simulation model is based on the action reviewing and event
planning method. This models allows carrying out simulation research of the DMCS
in a wide range, e.g. the influence of the number and kind of system tasks on DMCS
features or the influence of the system and node structure on DMCS performance.
Below, the results of a simulation illustrating the influence of the system and node
structure on DMCS time parameters are presented.
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5.8.1. Influence of the DMCS and node structure on time system parameters

The main aim of simulation research was to asses the influence of the system and node
structure on the designed DMCS time parameters. Simulation for different structures
were done for the same number of system tasks. The simulator allows us to trace
the loss of transmitted data. After the designed system simulation, we know what
data were lost, where it happened and what the reason was. The loss of the data
is described by the cross task coefficient (k,) and the cross system coefficient (ks),
which are defined by the relationships (5.5) and (5.7). If the value of the cross system
coefficient is ks = 1, it means that all data acquired by the measuring tasks pass
the system communication part, reach their destination in the actuator nodes and
these nodes successfully execute the the control task. If the value of the cross system
coefficient is ks < 1, it means that the data were lost.

5.8.2. Parameterization of the DMCS system model

The results of simulations presented in this section allowing to asses the influence of
the node and DMCS structure on its time parameters were done using the following

assumptions:
(i) Number of system tasks: 16.
(ii) Method of node task scheduling: RM without preemption.
(iii) Method of media access control: peer-to-peer.

Bus utilization coefficient u,,: 0.5 or 1.

—~

)
)
(iv) Number of data bits in each communication task: 16.
v)
)

(vi) Time of simulation running: 10 millions cycles of the simulation model clock.

System tasks time parameters for which the simulation was carried out are pre-
sented in Table 5.1. Each system task contains the measuring and actuator part
executed in different nodes. The values of the parameters C' and T are expressed in
cycles numbers of the simulation model clock. The execution of the each system task
involves a communication task which moves data across the bus from a measuring
node to an actuator node.

Let us assume that the measuring parts of the system tasks are placed in four
nodes according to the strategy “pp” but the actuator parts of the system tasks are
placed in actuator nodes during succeeding simulations, as is shown in Table 5.6.
Additionally, the measuring and actuator nodes are executing two local tasks. Sim-
ulations were done for two example transmission speeds on the communication bus,
such that the bus utilization coefficient w,, figure out 0.5 or 1. Task grouping in the
measuring and actuator nodes was done according to the “pp” or “sp” strategy. In
the case of tasks grouping for four nodes according to to the “pp” strategy, in the
first node there were placed tasks with priority 0, 4, 8 and 12. If tasks are groupped
for four nodes according to the “sp” strategy, in the first node there are placed tasks
with priority 0, 2, 3 and 4. In Fig. 5.10, the structures of the simulation system used
during the simulations are shown. The results of simulations presented in this chapter
were achieved assuming the simplification that the loading of all simulated nodes is
the same (two local tasks and four measuring tasks).



114

E. Michta and A. Markowski

Table 5.6. Actuator task grouping schema in succeeding simulations

Number Bus
. . Number . Strategy e e
Simulation of tasks in utilization
of actuator of task
no. nodes actuator oupin factor
’ node. groupmg Um
1 16 1 0.5
2 16 1 1
3 8 2 PP 0.5
4 8 2 PP 1
5 4 4 PP 0.5
6 4 4 PP 1
7 8 2 sp 0.5
8 8 2 sp 1
9 4 4 sp 0.5
10 4 4 sp 1
11 4 4 PP 0.5
12 4 4 PP 1
Measurin,
unng Actuator nodes
nodes

Number ~ Number of
oflocal  measuring
tasks tasks

0..3(4x4)

1]
2]

7Gr0uping
strategy m

»
Number Number of Number Numbet of

Number Number of

of local actuator of local actuator of local actuator
tasks tasks tasks tasks tasks tasks
4..19(16x1) 4..11(8x2) 4..8(4x4)

(1] 1] (1]
2] 2] [2]

1]
2]
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05[10 Grouping | pp | 05 ] 1.0 Grouping | pp | 0.5 ] 1.0
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Fig. 5.10. Simulated DMCS structure

Each actuator task has its own buffer. Such a solution leads to a situation where
the transmitted measuring data, after they reach actuator node, are additionally
processed by the node local task and then the actuator task. Such a node structure
modification allows us to find all tasks to be served without loosing the data. In
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Table 5.7. System task cross coefficient in succeeding simulations

Simulation No.
12345 [6 7] s [o]w]n]mn
Number of actuator task and grouping strategy
ofl\tI;)sk 16 ‘ 16 ‘ 8pp ‘ 8pp ‘ 4pp ‘ 4pp ‘ 8sp ‘ 8sp ‘ 4sp ‘ 4sp ‘ 4pp ‘ 4pp
Bus utilization coefficient uy,
o5]1]os [ 1 Jos[ 1 Jos| 1 Jos[ 1 Jos5] 1
Cross system task coefficient kj,

0 1 1 ]1057]049 |0.45(0.03| 1 1 1 1087 1 1
1 1 1 {064 | 0.52 | 0.45 | 0.16 1 1 1 0.7 1 1
2 1 1 1057 | 0.55 0 0.2 1 0.91 1 0.5 1 1
3 1 1 1053 ]0.59 | 0.03 | 0.21 1 0.52 1 0.34 1 1
4 1 1 1053 |0.57 | 0.57 | 0.24 1 1 1 0.96 1 1
5 1 1 1056 | 0.61 | 0.57 | 0.24 1 1 1 0.68 1 1
6 1 1]061]061| 05 | 0.3 1 1099 1 (057 1 1
7 1 1 1059 |0.64 | 0.03 | 0.29 1 0.49 1 0.42 1 1
8 1 1 1085095 | 042 | 0.63 1 1 1 1 1 1
9 1 1 0.8 | 0.91 | 0.42 | 0.52 1 1 1 0.82 1 1
10 1 1 0.9 10.89 | 0.48 | 0.49 1 1 1 0.83 1 1
11 1 11092 | 09 | 0.55 | 0.49 1 0.82 1 0.79 1 1
12 1 1 10890931 0.56 | 0.73 1 1 1 1 1 1
13 1 11092 |0.87 | 0.56 | 0.75 1 1 1 1 1 1
14 1 1 0.9 |0.83]0.64|0.75 1 1 1 1 1 1
15 1 1 0.9 1093|097 | 0.76 1 1 1 1 1 1

Table 5.7, the values of the cross system coeflicient obtained during the following sim-
ulation are presented. In Table 5.7, chosen results of simulations, pointed by numbers
from 1 to 10, which were done for an actuator node structure where all actuator tasks
read data from the same receiver buffer, which is served according to the FIFO rule,
are presented. In the simulations pointed by 11 and 12 there was introduced a change
which consists in the fact that in the node structure the local task reads data from
the common buffer FIFO and then places these data in the other buffer dedicated for
one actuator task.

In Fig. 5.11, the values of the cross system coeflicient obtained during the follow-
ing simulation, which enable quality assessment of the simulated system with a given
structure, are presented.

The final results of the cross system coefficient ks, presented in Fig. 5.11, show
that for six system structures numbered as simulations 1, 2, 7, 9, 11 and 12 this
coefficient is equal to 1. It means that in these cases all data acquired by measuring
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Fig. 5.11. Cross system coefficient

tasks successfully pass their way from the measuring point to the actuator node and
this node executes the control task. In the rest of the simulated structures the passing
data were lost. To see what the loosing rate is and for which task and which structure
it has happened, the cross task coefficient &, is calculated. The cross task coefficients
k, for the simulations are presented in Table 5.5. The analysis of the simulation results
done on the basis of the achieved number of the transmit and receiver FIFO buffers
overwrites shows that the loss of data occurred in actuator nodes. In the FIFO bulffer,
data for tasks with a long period are blocking data for tasks with a shorter period.
This leads to buffers fill and same writings done from the bus side can be lost.

The worst simulation results of the cross system coeflicient factor ks were achieved
in the simulations no. 5 and 6 (Fig. 5.11) for the node structure with a common buffer.
In both cases, in the measuring and actuator nodes there are grouped four tasks which
use the same communication buffers. To cope with this problem, a new structure of
the actuator node was proposed and the simulations no. 5 and 6 were run once again.
In the new structure of the actuator node, additional dedicated buffers for each task
were introduced. Simulation results are now better than in the previous case and the
cross system coefficient factor k is equal to 1, which is shown in the simulations no. 11
and 12 in Fig. 5.11. The structure node modification improves not only the ks and
k, coefficients but also has influence on the transmitted data delay. The mean values
of the data transmission delays for tasks belonging to the task group with a shorter
period of task execution are presented in Fig. 5.12(a) and to the task group with a
longer period of task execution in Fig. 5.1(b). For the above cases, the bus utilization
coefficient had the value u,, = 0.5, while the cross system coeflicient ks = 1. In the
next task realizations, the time from writing data to the transmission buffer in the
measuring node to the moment when the data were read from the receiver buffer in
the actuator node was measured. Data was written to the transmitter buffer in the
end phase of measuring task execution. Data were read from the receiver buffer in the
end phase of actuator task execution.

The introduction of dedicated buffers in actuator nodes eliminates the discussed

system structure disadvantage but leads to mean delay in data transmission. This is
observed particularly in the case of tasks with a short period of execution. For tasks
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Fig. 5.12. Mean delay in data transmission obtained during the simulations no. 1, 7, 9
and 11 for system tasks with a shorter (a) and a longer (b) period

with a long period of execution, delay introduced by the use of dedicated buffers is
considerably smaller.

Research on DMCS time parameters carried out by means of the elaborated
simulator shows the usefulness of simulation models during the DMCS with real-
time requirements design stage. Such a simulation tool is very useful, especially if we
have to make a decision regarding the choice of the right designed system structure.
Knowledge about the rate and the losing data place in the designed system is indis-
pensable for system operation assessment. Knowledge of delay values or, better, its
distributions allows assesings how the real-time requirements are fulfilled and can be
useful for time system parameters tuning. Moreover, such knowledge can be used for
metrological assessment of the designed system.

5.9. Summary

In this chapter we have discussed three basic methods used for DMCS time parameters
assigning, which can help the DMCS designer to make right decisions concerning the
nodes and system structure. The presented, results of our research show that the
most useful method appears to be the discrete tasks simulation method based on the
activity review method and the event planning method. The easiest way of DMCS
analysis is the usage of the analytical approach based on scheduling theory, but the
obtained results are pessimistic because of the use of the “worst-case tasks execution
time” strategy, which leads to non-optimal solutions.

The most difficult way of DMCS analysis is the usage of the experimental method,
because it requires a physical construction of the DMCS. The presented approach,
verified in our laboratory, shows that such a solution of the physical DMCS model
has a grade of universality and, in an easy way, can be adopted to different DMCS
structures. The usefulness of the worked out simulator for DMCS analysis was proved
and the obtained results are comparable to those achieved by means of a simulation
method.
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The use of the simulation method requires the knowledge of many tasks time
parameters at the beginning of the simulation process but registered during the sim-
ulation: the rate, the place of the possible data loss or the obtained task delay his-
tograms are very important for the DMCS designer. Often the problem is in how to
present very complicated matters in a simple way in order to simplify the assessment
of designed systems. Two coeflicients based on data acquired during DMCS simula-
tion: the system task transition coefficient %k, and the system transition coefficient
ks are presented in the chapter. On one simple diagram with system task transition,
even for complex systems, it is possible, in an easy way, to find out if the expected
time parameters of a designed system are achieved. When some data can be lost in
the transmission or receiver buffer in the nodes, we can see on the diagram both —
where it happened and how often.

The solution presented in this chapter was verified for CAN and Modbus net-
works, but the method of DMCS simulation and the way of obtaining the results and
presentation can be used for other fieldbuses.
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Chapter 6

SENSOR NETWORK DESIGN FOR
IDENTIFICATION OF DISTRIBUTED
PARAMETER SYSTEMS

Dariusz UCINSKI*, Maciej PATAN*, Bartosz KUCZEWSKI*

6.1. Introduction

6.1.1. Inverse problems for distributed parameter systems

Distributed-Parameter Systems (DPSs) are dynamical systems whose state depends
not only on time but also on spatial coordinates. They are frequently encountered
in practical engineering problems. Examples of a thermal nature are furnaces for
heating metal slabs or heat exchangers; examples of a mechanical nature are large
flexible antennas, aircrafts and robot arms; examples of an electrical nature are energy
transmission lines.

Appropriate mathematical modelling of DPSs most often yields Partial Differen-
tial Equations (PDEs), but descriptions by integral equations or integro-differential
equations can sometimes be considered. Clearly, such models involve using very so-
phisticated mathematical methods, but in recompense for this effort we are in a posi-
tion to describe the process more accurately and to implement more effective control
strategies. Early lumping, which means approximation of a PDE by ordinary differ-
ential equations of possibly high order, may completely mask the distributed nature
of the system and therefore is not always satisfactory.

For the past forty years DPSs have occupied an important place in control and
systems theory. This position has grown in relevance due to the ever-expanding classes
of engineering systems which are distributed in nature, and for which estimation and
control are desired. DPSs or, more generally, infinite-dimensional systems are now an
established area of research with a long list of journal articles, conference proceedings
and several textbooks to its credit (Curtain and Zwart, 1995; El Jai and Amouroux,
1990; Emirsajtow, 1991; Grabowski, 1999; Klamka, 1991; Korbicz and Zgurowski,

* Institute of Control and Computation Engineering
e-mails: {d.ucinski, m.patan, b.kuczewski}@issi.uz.zgora.pl
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1991; Kowalewski, 2001; Lasiecka and Triggiani, 2000; Malanowski et al., 1996; Omatu
and Seinfeld, 1989; Sokotowski and Zolesio, 1992; Zwart and Bontsema, 1997), so the
field of potential applications could hardly be considered complete (Banks et al.,
1996; Lasiecka, 1998; Uciniski and El Jai, 1997; Uciniski and El Yacoubi, 1998; 1999).

One of the basic and most important questions in DPSs is parameter estima-
tion, which refers to determination from observed data of unknown parameters in the
system model such that the predicted response of the model is close, in some well-
defined sense, to the process observations (Omatu and Seinfeld, 1989). The parameter-
estimation problem is also referred to as parameter identification or simply the in-
verse problem (Isakov, 1998). There are many areas of technological importance in
which identification problems are of crucial significance. The importance of inverse
problems in the petroleum industry, for example, is well documented (Ewing and
George, 1984; Korbicz and Zgurowski, 1991). One class of such problems involves de-
termination of the porosity (the ratio of the pore volume to the total volume) and
permeability (a parameter measuring the ease with which the fluids flow through
the porous medium) of a petroleum reservoir based on field production data. Another
class of inverse problems of interest in a variety of areas includes determining the elas-
tic properties of an inhomogeneous medium from observations of reflections of waves
travelling through the medium. The literature on the subject of DPS identification
is considerable. Kubrusly (1977) and Polis (1982) surveyed the field by systemati-
cally classifying the various techniques. A more recent book by Banks and Kunisch
(1989) is an attempt to present a thorough and unifying account of a broad class of
identification techniques for DPS models, also see (Banks, 1992; Ucinski and Korbicz,
1990).

6.1.2. Sensor location for parameter estimation

In order to identify the unknown parameters (in other words, to calibrate the model
considered), the system’s behaviour or response is observed with the aid of some suit-
able collection of sensors termed the measurement or observation system. In many
industrial processes the nature of state variables does not allow much flexibility as to
which they can be measured. For variables which can be measured online, it is usu-
ally possible to make the measurements continuously in time. However, it is generally
impossible to measure process states over the entire spatial domain. For example,
in (Phillipson, 1971), the temperature of molten glass flowing slowly in a forehearth
is described by a linear parabolic PDE, whereas the displacements occasioned by
dynamic loading on a slender airframe can be described by linear second-order hy-
perbolic PDEs. In the former example, temperature measurements are available at
selected points along the spatial domain (obtained by a pyrometer or some other de-
vice), whereas in the latter case strain gauge measurements at selected points on the
airframe are reduced to yield the deflection data. In both cases the measurements
are incomplete in the sense that the entire spatial profile is not available. Moreover,
the measurements are inexact by virtue of inherent errors of measurement associated
with transducing elements, and also because of the measurement environment.

The inability to take distributed measurements of process states leads to the ques-
tion of where to locate sensors so that the information content of the resulting signals
with respect to the distributed state and PDE model is as high as possible. This is
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an appealing problem since in most applications these locations are not prespecified
and therefore provide design parameters. The location of sensors is not necessarily
dictated by physical considerations or by intuition and, therefore, some systematic
approaches should still be developed in order to reduce the cost of instrumentation
and to increase the efficiency of identifiers.

As has already been mentioned, the motivations to study the sensor-location prob-
lem stem from practical engineering issues. Optimization of air quality-monitoring
networks is among the most interesting ones. As is well known, due to traffic emis-
sions, residential combustion and industry emissions, air pollution has become a big
social problem. One of the tasks of environmental protection systems is to provide
expected levels of pollutant concentrations. In case smog is expected, a local com-
munity can be warned and some measures can be taken to prevent or minimize
the release of prescribed substances and to render such substances harmless. But
to produce such a forecast, a smog-prediction model is necessary (Holnicki et al.,
1986; Sydow et al., 1997; 1998; van Loon, 1994), which is usually chosen in the form
of an advection-diffusion PDE. Its calibration requires parameter estimation (e.g., the
unknown spatially varying turbulent diffusivity tensor should be identfied based on
the measurements from monitoring stations (Omatu and Matumoto, 1991b; 1991a)).
Since measurement transducers are usually rather costly and their number is limited,
we are inevitably faced with the problem of how to optimize their locations in order to
obtain the most precise model. A need for appropriate strategies of optimally allocat-
ing monitoring stations is constantly indicated in the works which report the imple-
mentations of systems to perform air-quality management (Andoé et al., 1999; Miiller,
2001; Nychka et al., 1998; Sturm et al., 1994; van Loon, 1995). Of course, some ap-
proaches have already been advanced (Fedorov, 1996; Miiller, 2001). Due to both the
complexity of urban and industrial areas and the influence of meteorological quan-
tities, the suggested techniques are not easy to apply, and further research effort is
required.

Another stimulating application concerns groundwater modelling employed in the
study of groundwater-resources management, seawater intrusion, aquifer remediation,
etc. To build a model for a real groundwater system, some observations of state vari-
ables such as the head and concentration are needed. But the cost of experiments
is usually very high, which results in many efforts regarding, e.g., optimizing the
decisions on the state variables to be observed, the number and location of observa-
tion wells and the observation frequency (see (Sun, 1994) and the references given
therein). Besides, it is easy to imagine that similar problems appear, e.g., in the
recovery of valuable minerals and hydrocarbon from underground permeable reser-
voirs (Ewing and George, 1984), in gathering measurement data for calibration of
mathematical models used in meteorology and oceanography (Bennett, 1992; Daley,
1991; Hogg, 1996; Malanotte-Rizzoli, 1996; Navon, 1997), in automated inspection in
static and active environments, or in hazardous environments where trial-and-error
sensor planning cannot be used (e.g., in nuclear power plants (Korbicz and Zgurowski,
1991; Korbicz et al., 1993)), or, in recent years, in emerging smart material systems
(Banks et al., 1996; Lasiecka, 1998). The interested reader is also referred to the works
(Christofides, 2001; Jeremié¢ and Nehorai, 1998; 2000; Nehorai et al., 1995; Porat and
Nehorai, 1996) for even more sophisticated settings.
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6.1.3. Previous work on optimal sensor location

Over the past years, applications have stimulated laborious research on the develop-
ment of strategies for efficient sensor placement (for reviews, see the papers (Kubrusly
and Malebranche, 1985; van de Wal and de Jager, 2001) and the comprehensive mono-
graphs (Ucinski, 1999; 2005). Nevertheless, although the need for systematic methods
was widely recognized, most techniques communicated by various authors usually rely
on exhaustive search over a predefined set of candidates and the combinatorial na-
ture of the design problem is taken into account very occasionally (van de Wal and
de Jager, 2001). Needless to say that this approach, which is feasible for a relatively
small number of possible locations, soon becomes useless as the number of possible
location candidates increases.

Exceptions to this naive approach constitute the works originating in statisti-
cal optimum experimental design (Atkinson and Donev, 1992; Fedorov and Hackl,
1997; Pazman, 1986; Pukelsheim, 1993; Ucinski and Atkinson, 2004; Ucinski and Bo-
gacka, 2005; Walter and Pronzato, 1997) and its extensions to models for dynamic
systems, especially in the context of the optimal choice of sampling instants and input
signals (Gevers, 2005; Goodwin and Payne, 1977; Hjalmarsson, 2005; Ljung, 1999; Tit-
terington, 1980). In this vein, various computational schemes have been developed to
attack directly the original problem or its convenient approximation. The adopted op-
timization criteria are essentially the same, i.e., various scalar measures of performance
based on the Fisher Information Matrix (FIM) associated with the parameters to be
identified are maximized. The underlying idea is to express the goodness of parameter
estimates in terms of the covariance matrix of the estimates. For sensor-location pur-
poses, one assumes that an unbiased and efficient (or minimum-variance) estimator is
employed. This leads to a great simplification since the Cramér-Rao lower bound for
the aforementioned covariance matrix is merely the inverse of the FIM, which can be
computed with relative ease, even though the exact covariance matrix of a particular
estimator is very difficult to obtain.

As regards dynamic DPSs, the first treatment of this type for the sensor-location
problem was proposed by Uspenskii and Fedorov (1975), who maximized the D-
optimality criterion, being the determinant of the FIM associated with the estimated
parameters characterizing the source term in a simple one-dimensional linear diffusion
equation. The authors observed that the linear dependence of the observed outputs
on these parameters makes it possible to directly apply the machinery of optimum
experimental design theory. The delineated approach was extended by Rafajtowicz
(1981) to cover a class of DPSs described by linear hyperbolic equations with known
eigenfunctions and unknown eigenvalues. The aim was to find conditions for the opti-
mality of the measurement design and the spectral density of the stochastic input. It
was indicated that common numerical procedures from classical experimental design
for linear regression models could be adopted to find optimal sensor location. More-
over, the demonstrated optimality conditions imply that the optimal input comprises
a finite number of sinusoidal signals and that optimal sensor positions are not difficult
to find in some cases. A similar problem was studied in (Rafajtowicz, 1983) in a more
general framework of DPSs which can be described in terms of Green’s functions.

Over the past two decades, this methodology has been substantially refined to
extend its applicability. A comprehensive treatment of both theoretical and algorith-
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mic aspects of the resulting sensor location strategies is contained in the monograph
(Ucinski, 2005) and the doctoral dissertations (Kuczewski, 2006; Patan, 2004). The
potential of the approach for generalizations was exploited, e.g., by Patan M. and
Patan K. (2005), who developed a fault detection scheme for DPSs based on the
maximization of the power of a parametric hypothesis test regarding the nominal
state of a given DPS. The approach based on maximization of the determinant of
the appropriate FIM is by no means restricted to theoretical deliberations and there
are examples which do confirm its effectiveness in practical applications. Thus, in
(Munack, 1984), a given number of stationary sensors were optimally located using
nonlinear programming techniques for a biotechnological system consisting of a bub-
ble column loop fermenter. On the other hand, Sun (1994) advocates using optimum
experimental design techniques to solve inverse problems in groundwater modelling.
How to monitor the water quality around a landfill place is an example of such a net-
work design. Nonlinear programming techniques are also used there to find numerical
approximations to the respective exact solutions.

A similar approach was used in (Kammer, 1990; 1992) for on-orbit modal identi-
fication of large space structures. Although the respective models are not PDEs, but
their discretized versions obtained through the finite-element method, the proposed
solutions can still be of interest owing to the striking similitude of both formulations.
A fast and efficient approach was delineated for reducing a relatively large initial
candidate sensor-location set to a much smaller optimum set which retains the linear
independence of the target modes and does not lead to a substantial deterioration in
the accuracy of modal-response estimates, which is quantified by the determinant of
the FIM. Some improvements on this approach by incorporating the basic elements
of tabu search were proposed by Kincaid and Padula (2002).

A related optimality criterion was given by Point et al. (1996), who investigated
maximization of the Gram determinant being a measure of the independence of the
sensitivity functions evaluated at sensor locations. The authors argue that such a
procedure guarantees that the parameters are identifiable and the correlation be-
tween the sensor outputs is minimized. The form of the criterion itself resembles the
D-optimality criterion, but the counterpart of the FIM takes on much larger dimen-
sions, which suggests that the approach may involve more cumbersome calculations.
Nevertheless, the delineated technique was successfully applied to a laboratory-scale,
catalytic fixed-bed reactor (Vande Wouwer et al., 1999).

At this juncture, it should be noted that spatial design methods related to the
design of monitoring networks are also of great interest to statisticians and a vast
amount of literature on the subject already exists (Miiller, 2001; Nychka and Saltz-
man, 1998; Nychka et al., 1998), contributing to the research field of spatial statistics
(Cressie, 1993) motivated by practical problems in agriculture, geology, meteorology,
environmental sciences and economics. However, the models considered in the sta-
tistical literature are quite different from the dynamic models described by PDEs
discussed here. Spatiotemporal data are not considered in this context and the main
purpose is to model the spatial process by a spatial random field, incorporate prior
knowledge and select the best subset of points of a desired cardinality to best represent
the field in question. The motivation is a need to interpolate the observed behaviour
of a process at unobserved spatial locations, as well as to design a network of op-
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timal observation locations which allows an accurate representation of the process.
The field itself is modelled by some multivariate distribution, usually Gaussian (Arm-
strong, 1998). Designs for spatial trend and variogram estimation can be considered.
The basic theory of optimal design for spatial random fields is outlined in the excel-
lent monograph by Miiller (2001), which bridges the gap between spatial statistics
and classical optimum experimental design theory. The optimal design problem can
also be formulated in terms of information-based criteria whose application amounts
to maximizing the amount of information (of the Kullback-Leibler type) to be gained
from an experiment (Caselton and Zidek, 1984; Caselton et al., 1992). However, the
applicability of all those fine statistical results in the engineering context discussed
here is not clear for now and more detailed research into this direction should be
pursued in the near future (specifically, generalizations regarding time dynamics are
not obvious).

Let us remark that an appealing alternative to stationary sensors is to apply spa-
tially movable ones, which leads to the so-called continuous scanning observations.
The complexity of the resulting optimization problem is compensated by a number
of benefits. Specifically, sensors are not assigned to fixed positions which are optimal
only on the average, but are capable of tracking points which provide at a given time
instant the best information about the parameters to be identified. Consequently, by
actively reconfiguring a sensor system we can expect the minimal value of an adopted
design criterion to be lower than the one for the stationary case. What is more, tech-
nological advances in communication systems and the growing ease in making small,
low power and inexpensive mobile systems now make it feasible to deploy a group of
networked vehicles in a number of environments (Cassandras and Li, 2005; Chong and
Kumar, 2003; Martinez and Bullo, 2006; Ogren et al., 2004; Sinopoli et al., 2003). In
the seminal article (Rafajtowicz, 1986), the D-optimality criterion is considered and
an optimal time-dependent measure is sought, rather than the trajectories themselves.
On the other hand, Ucinski (2000; 2005; Uciriski and Korbicz, 2001), apart from gen-
eralizations of Rafajlowicz’s results, develops some computational algorithms based
on the FIM. He reduces the problem to a state-constrained optimal-control one for
which solutions are obtained via the methods of successive linearizations, and which
is capable of handling various constraints imposed on sensor motions. In turn, the
work (Ucinski and Chen, 2005) was intended as an attempt to properly formulate
and solve the time-optimal problem for moving sensors which observe the state of a
DPS so as to estimate some of its parameters. Recently, Patan (2006) demonstrated an
efficient algorithm to solve the scanning sensor scheduling problem using the control
parameterization-enhancing technique (Lee et al., 1999; 2001).

6.1.4. Our results

In this chapter we shall outline a practical approach to the sensor location problem
for parameter estimation which, while being independent of a particular model of
the dynamic DPS in question, is versatile enough to cope with practical monitoring
networks consisting of many sensors. Owing to volume limitations, we are going to
primarily focus on the following problem: we consider N possible sites at which to
locate a sensor, but restrictions on the number of sensors at our disposal allow only
n of them to be selected. Consequently, the problem is to divide the N available
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sites between n gauged sites and the remaining NV — n ungauged sites so as to max-
imize the determinant of the FIM associated with the parameters to be estimated.
Since selecting the best subset of sites to locate the sensors constitutes an inherently
discrete large-scale resource allocation problem whose solution may be prohibitively
time-consuming, an efficient guided search algorithm based on the branch-and-bound
method is first developed, which implicitly enumerates all the feasible sensor con-
figurations, using relaxed optimization problems that involve no integer constraints.
Although branch-and-bound constitutes one of the most frequent approaches to solve
discrete optimization problems and it has indeed been used in the context of network
design, cf., e.g., (Boer et al., 2001), the originality here consists in the development of
a simple, yet powerful, computational scheme to obtain upper bounds to the optimal
values of the D-optimality criterion for the restricted problems. These bounds are ob-
tained by relaxing the 0-1 constraints on the design variables, thereby allowing them
to take any value in the interval [0, 1] and resulting in a concave problem of determi-
nant maximization over the set of all linear combinations of a finite number of non-
negative definite matrices, subject to additional linear constraints on the coefficients
of those combinations. Then a simplicial decomposition algorithm is proposed for
its solution with the restricted master problem reduced to solving an uncomplicated
multiplicative weight optimization algorithm. The resulting procedure is guaranteed
to produce iterates converging to the solution of the relaxed restricted problem. The
detailed proofs of all mathematical results will appear in the forthcoming publication
(Uciniski and Patan, 2007).

As an alternative approach which is suitable for situations when the numbers of
candidate and gauged sites are rather large, we present a method whose idea is to
operate on sensor densities per unit area instead of the individual sensor positions.
This convenient reformulation makes it possible to apply some powerful tools of convex
analysis and derive elegant characterizations of optimal solutions. Apart from that, an
extremely simple exchange algorithm is exposed to find the best sensor configurations.

To illustrate the use of both algorithms, we report some numerical experience
on a sensor network design problem regarding a two-dimensional convective diffusion
process.

The chapter is structured as follows: Section 6.2 states formally the sensor network
design problem as a discrete resource allocation problem. The branch-and-bound algo-
rithm for its solution is discussed in Section 6.3. Section 6.4 develops the clusterization-
free approach to determine optimal sensor configurations. In Section 6.5, we report the
numerical results obtained by applying the algorithms described in Sections 6.3 and
6.4 on an optimal design application. We conclude in Section 6.6 with some comments
and conclusions.

6.1.5. Notation

Our notation is more or less standard. Given a set H, |H| and H signify its cardinality
and closure, respectively. We use R to denote the set of real numbers and R to denote
the set of nonnegative real numbers. The n-dimensional Euclidean vector space is
denoted by R™, and the Euclidean matrix space of real matrices with n rows and k
columns is denoted by R™** We will write S™ for the subspace of R"*™ consisting
of all symmetric matrices. The identity matrix of order n is denoted by E,. In S™,
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two sets are of special importance: the cone of nonnegative definite matrices and the
cone of positive definite matrices, denoted by S and S7 ,, respectively. The curly
inequality symbol > and its strict form > are used to denote the Loewner partial
ordering of symmetric matrices: For A, B € §", we have

A=B<+=A-BeS},
A~B<+=A-BecS,.
We call a point of the form aju; + - - -+ apup, where oy +---+ay =1 and «o; > 0,
i=1,...,¢, a convex combination of the points u,...,u; (it can be thought of as a
mixture or a weighted average of the points, with «; being the fraction of u; in the

mixture). Given a set of points U, co(U) stands for its convex hull, i.e., the set of all
convex combinations of the elements of U,

J4 L
CO(U)Z{ZOQUZ' u €U, a; >0, 1=1,...,¢; Zai:L £=1,2,3,...}.

=1 i=1

The probability (or canonical) simplex in R™ is defined as

Zn:pz:l},

i=1

P, =co({e1,...,en}) = {p eR}

where e; is the usual unit vector along the j-th coordinate of R".

6.2. Sensor location problem in question

Let us consider a bounded spatial domain Q C R¢ with a sufficiently smooth boundary
I', a bounded time interval T = (0,t;], and a distributed parameter system whose
scalar state at a spatial point z € © C R? and a time instant ¢ € T is denoted
by y(z,t). Mathematically, the system state is governed by the partial differential
equation

% = ]:(x,t,y,ﬁ) inQxT, (6.1)

where F is a well-posed, possibly nonlinear, differential operator which involves first-
and second-order spatial derivatives and may include terms accounting for forcing
inputs specified a priori. The PDE (6.1) is accompanied by the appropriate boundary
and initial conditions

B(x,t,y,0) =0 on I'xT, (6.2)
y=yo in Qx{t=0} (6.3)

respectively, B being an operator acting on the boundary I' and yo = yo(z) a given
function. Conditions (6.2) and (6.3) complement (6.1) such that the existence of a
sufficiently smooth and unique solution is guaranteed. We assume that the forms of
F and B are given explicitly up to an m-dimensional vector of unknown constant
parameters # which must be estimated using observations of the system. The implicit
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dependence of the state y on the parameter vector 8 will be be reflected by the notation
y(x,t;0).

In what follows, we consider the discrete-continuous observations provided by n
stationary pointwise sensors, namely,

2 (t) = y(at,t:0) +e(a",t), teT, (6.4)
where z£ (t) is the scalar output and z° € X stands for the location of the /-th sensor

(¢ =1,...,n), X signifies the part of the spatial domain Q where the measurements
can be made and £(z%,t) denotes the measurement noise. This relatively simple con-
ceptual framework involves no loss of generality since it can be easily generalized to
incorporate, e.g., multiresponse systems or inaccessibility of state measurements, cf.
(Ucinski, 2005, p. 95).

It is customary to assume that the measurement noise is zero-mean, Gaussian,
spatial uncorrelated and white (Amouroux and Babary, 1988; Omatu and Seinfeld,
1989; Quereshi et al., 1980), i.e.,

E{e(z’,t)e(z” )} = 02600(t — 1), (6.5)

where o2 defines the intensity of the noise, d;; and 6(-) standing for the Kronecker
and Dirac delta functions, respectively. Although white noise is a physically impossible
process, it constitutes a reasonable approximation to a disturbance whose adjacent
samples are uncorrelated at all time instants for which the time increment exceeds
some value which is small compared with the time constants of the DPS. A rigorous
formulation for a time-correlated setting (cf. Appendix C1 of (Uciniski, 2005)) is well
beyond the mathematical framework of this paper, but the attendant difficulties are
mainly technical and do not substantially affect the basic results to be obtained. What
is more, the white-noise assumption is consistent with most of the literature on the
subject.

The most widely used formulation of the parameter estimation problem is as fol-
lows: Given the model (6.1)—(6.3) and the outcomes of the measurements z¢ (),
{ =1,...,n, estimate 6 by 5, a global minimizer of the output least-squares error
criterion

= 3 Z[ — l'z N 2
70)=3 A [24(t) — (et t:0)) dt, (6.6)

where y( -, -;9) denotes the solution to (6.1)—(6.3) for a given value of the parameter
vector 9. In practice, a regularized version of the above problem is often considered
by adding to J(¢) a term imposing stability or apriori information or both (Banks
and Kunisch, 1989; Vogel, 2002).

Inevitably, the covariance matrix cov(f) of the above least-squares estimator de-
pends on the sensor locations 2. This fact suggests that we may attempt to select
them so as to yield the best estimates of the system parameters. To form a basis
for the comparison of different locations, a quantitative measure of the ‘goodness’
of particular sensor configurations is required. Such a measure is customarily based
on the concept of the Fisher information matriz, which is widely used in optimum
experimental design theory for lumped systems (Atkinson and Donev, 1992; Fedorov

~
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and Hackl, 1997; Pazman, 1986; Pukelsheim, 1993; Walter and Pronzato, 1997). In
our setting, the FIM is given by (Quereshi et al., 1980):

M. o) = %Zl/Tg(xf,t)gT(xf,t)dt, (6.7)

where

Oy(z t:0) M] (68)

o9, T 0V,

stands for the so-called sensitivity vector, ° being a prior estimate to the unknown
parameter vector 6 (Ucinski, 2005; Rafajlowicz, 1981; 1983; Sun, 1994). The rationale
behind this choice is the fact that, up to a constant scalar multiplier, the inverse of
the FIM constitutes a good approximation of cov(f) provided that the time horizon
is large, the nonlinearity of the model with respect to its parameters is mild, and
the measurement errors are independently distributed and have small magnitudes
(Fedorov and Hackl, 1997; Walter and Pronzato, 1997).

As for a specific form of W, various options exist (Atkinson and Donev, 1992;
Fedorov and Hackl, 1997; Walter and Pronzato, 1997), but the most popular criterion,
called the D-optimality criterion, is the log-determinant of the FIM:

st = |

=60

V(M) = logdet(M). (6.9)

The resulting D-optimum sensor configuration leads to the minimum volume of the
uncertainty ellipsoid for the estimates.

The introduction of an optimality criterion renders it possible to formulate the
sensor location problem as maximization of the performance measure

R(z',...,2") =V [M(z',...,z")] (6.10)

with respect to x¢, £ = 1,...,n belonging to the admissible set X. This apparently
simple formulation may lead to the conclusion that the only question remaining is that
of selecting an appropriate solver from a library of numerical optimization routines.
Unfortunately, an in-depth analysis reveals complications which accompany this way
of thinking.

A key difficulty in developing successful numerical techniques for sensor location
is that the number of sensors to be placed in a given region may be quite large. For
example, in the research carried out to find spatial predictions for ozone in the Great
Lakes of the United States, measurements made by approximately 160 monitoring
stations were used (Nychka and Saltzman, 1998). When trying to treat the task as a
constrained nonlinear programming problem, the actual number of variables is even
doubled, since the position of each sensor is determined by its two spatial coordinates,
so that the resulting problem is rather of a large scale. What is more, a desired global
extremum is usually hidden among many poorer local extrema. Consequently, to
directly find a numerical solution may be extremely difficult. Additionally, a technical
complication might also be sensor clusterization, which constitutes a price to pay for
the simplifying assumption that the measurement noise is spatially uncorrelated. This
means that in an optimal solution different sensors often tend to take measurements
at one point, and this is acceptable in applications rather occasionally.
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In the literature, a common remedy for the last predicament is to guess a priori a
set of N possible candidate locations, where N > n, and then to seek the best subset
of n locations from among the N possible ones, so that the problem is then reduced
to a combinatorial one. In other words, the problem is to divide the N available sites
between n gauged sites and the remaining N — n ungauged sites so as to maximize
the determinant of the FIM associated with the parameters to be estimated. This
formulation will be also adopted here.

Specifically, let x?, i = 1,..., N denote the positions of sites where sensors can
potentially be placed. Now that our design criterion has been established, the problem
is to find an optimal allocation of n available sensors to z*, ¢ = 1,..., N so as to
maximize the value of the design criterion incurred by the allocation. In order to
formulate this mathematically, introduce for each possible location 2 a variable v;
which takes the value 1 or 0 depending on whether a sensor is or is not located at x?,
respectively. The FIM in (6.7) can then be rewritten as

N
M(uvy,...,on) =Y viM;, (6.11)
i=1
where ‘ ,
= — [ g(@', t)g" (2%, 1) dt. (6.12)

It is straightforward to verify that the m x m matrices M; are nonnegative definite
and, therefore, so is M (vy,...,vN).

Then our design problem takes the form:

Problem P: Find the sequence v = (v, ...,vy) to maximize
P(v) = logdet(M (v)) (6.13)

subject to the constraints

Zvi =n, (6.14)
vp=0o0rl, i=1,...,N. (6.15)

This constitutes a 0-1 integer programming problem which necessitates an inge-
nious solution. In what follows, we propose to solve it using the branch-and-bound
method, which is a standard technique for solving integer-programming problems.

6.3. Exact solution by branch-and-bound
6.3.1. Outline

Branch-and-Bound (BB) constitutes a general algorithmic technique for finding op-
timal solutions of various optimization problems, especially discrete or combinatorial
(Bertsekas, 1999; Floudas, 2001). If applied carefully, it can lead to algorithms that
run reasonably fast on average.
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Principally, the BB method is a tree-search algorithm combined with a rule for
pruning subtrees. Suppose we wish to maximize an objective function P(v) over a
finite set V' of admissible values of the argument v called the feasible region. BB then
progresses by iteratively applying two procedures: branching and bounding. Branch-
ing starts with smartly covering the feasible region by two or more smaller feasible
subregions (ideally, partitioning into disjoint subregions). It is then repeated recur-
sively to each of the subregions until no more division is possible, which leads to a
progressively finer partition of V. The consecutively produced subregions naturally
generate a tree structure called the BB tree. Its nodes correspond to the constructed
subregions, with the feasible set V' as the root node and the singleton solutions {v},
v € V as terminal nodes. In turn, the core of bounding is a fast method of finding up-
per and lower bounds to the maximum value of the objective function over a feasible
subdomain. The idea is to use these bounds to economize computation by eliminating
nodes of the BB tree that have no chance of containing an optimal solution. If the
upper bound for a subregion V4 from the search tree is lower than the lower bound
for any other (previously examined) subregion Vg, then V4 and all its descendant
nodes may be safely discarded from the search. This step, termed pruning, is usually
implemented by maintaining a global variable that records the maximum lower bound
encountered among all subregions examined so far. Any node whose upper bound is
lower than this value need not be considered further and thereby can be eliminated. It
may happen that the lower bound for a node matches its upper bound. That value is
then the maximum of the function within the corresponding subregion and the node
is said to be solved. The search proceeds until all nodes have been solved or pruned, or
until some specified threshold is met between the best solution found and the upper
bounds on all unsolved problems.

In what follows, we will use the symbol I to denote the index set {1, o N }
of possible sensor locations. Our implementation of BB for Problem P involves the
partition of the feasible set

N
V:{(vh...,vN)‘Zvi:n, v; =0or 1, \ﬁe[} (6.16)

i=1
into subsets. It is customary to select subsets of the form (Bertsekas, 1999):
V(Io,]l) = {’U eV ‘ v; =0, Vi€ Iy, v; = 1, Vi € Il}, (617)

where Iy and I are disjoint subsets of I. Consequently, V(Iy, I1) is the subset of V
such that a sensor is placed at the locations with indices in I, no sensor is placed
at the locations with indices in Iy, and a sensor may or may not be placed at the
remaining locations.

Each subset V (I, I1) is identified with a node in the BB tree. The key assumption
in the BB method is that for every nonterminal node V (I, I1), i.e., the node for which
Io U Iy # I, there is an algorithm that determines an upper bound P(ly, I1) to the
maximum design criterion over V (I, I1), i.e.,

> .
P(ly, 1) > ve‘f/f%i}gfh)P(v)a (6.18)
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and a feasible solution v € V' for which P(v) can serve as a lower bound to the max-
imum design criterion over V. We may compute P(Iy, ;) by solving the following
relaxed problem:

Problem R(Ip,I1): Find the sequence ¥ to maximize (6.13) subject to the con-
straints

N
Zvi =n, (6.19)
i=1

v, =0, 1€ Io, (620)
v,=1, 1€, (621)
0<y < 1, 1€ I\ (Io UIl). (622)

In Problem R(ly, I1), all 0—1 constraints on the variables v; are relaxed by allowing
them to take any value in the interval [0, 1], except that the variables v;, ¢ € In U Iy
are fixed at either 0 or 1. A simple and efficient method of solving it is given in
Section 6.3.3. As a result of its application, we set P(Iy, I1) = P(v).

As for v, we can specify it as the best feasible solution (i.e., an element of V)
found so far. If no solution has been found yet, we can either set the lower bound to
—00, or use an initial guess about the optimal solution (experience provides evidence
that the latter choice leads to much more rapid convergence).

6.3.2. Branching rule

The result of solving Problem R(Iy, I1) can serve as a basis to construct a branching
rule for the binary BB tree. We adopt here the approach in which the node/subset
V(lo, I1) is expanded (i.e., partitioned) by first picking out all fractional values from
among the values of the relaxed variables, and then rounding to 0 and 1 a value which
is the most distant from both 0 and 1. Specifically, we apply the following steps:

(i) Determine
i, =arg min |v; —0.5]. (6.23)
i€I\(IoUI1)

(In case there are several minimizers, randomly pick one of them.)

(ii) Partition V (Io, 1) into V(Io U {i.}, 1) and V(Io, 1 U {i. }) whereby two de-
scendants of the node in question are defined.

A recursive application of the branching rule starts from the root of the BB tree,
which corresponds to the trivial subset V(f},) = V and the fully relaxed problem.
Each node of the BB tree corresponds to a continuous relaxed problem, R (I, 1),
while each edge corresponds to fixing one relaxed variable at 0 or 1.

The above scheme has to be complemented with a search strategy to incrementally
explore all the nodes of the BB tree. Here we use a common depth-first technique
(Reinefeld, 2001; Russell and Norvig, 2003) which always expands the deepest node
in the current fringe of the search tree. The reason behind this decision is that the
search proceeds immediately to the deepest level of the search tree, where the nodes
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Algorithm 1. Recursive version of the depth-first branch-and-bound method. It uses two
global variables, LOWER and v_ best, which are respectively the maximal value of the FIM
determinant over the feasible solutions found so far and the solution at which it is attained.

1: procedure RECURSIVE-DFBB([o, I1)

2 if |Io] > N —n or |I;| > n then

3 return > Constraint (6.19) would be violated
4: end if

5: if SINGULARITY-TEST(Io, [1) then

6: return > Only zero determinants can be expected
7 end if

8 v_ relazed <— RELAXED-SOLUTION(Io, I1)

9: det_relazed — DET-FIM (v_ relazed)

10: if det_relazed < LOWER then

11: return > Pruning
12: else if INTEGRAL-TEST(v_relazed) then

13: v_best — v_relazed

14: LOWER « det_ relaxed

15: return > Relaxed solution is integral
16: else

17: 1. < INDEX-BRANCH(v_ relazed) > Partition into two descendants
18: RECURSIVE-DFBB(Io U {i. }, )

19: RECURSIVE-DFBB(lo, I U {i. })

20: end if

21: end procedure

have no successors (Gerdts, 2005). In this way, lower bounds on the optimal solution
can be found or improved as fast as possible.

A recursive version of the resulting depth-first branch-and-bound is implemented
in Algorithm 1. The operators involved in this implementation are as follows:

e SINGULARITY-TEST(Iy, [1) returns true only if the expansion of the current
node will result in a singular FIM, see Section 6.3.3 for details.

RELAXED-SOLUTION(Iy, I1) returns a solution to Problem R(1y, I1).

DET-FIM(v) returns the log-determinant of the FIM corresponding to v.

INTEGRAL-TEST(v) returns true ounly if the current solution v is integral.

INDEX-BRANCH(v) returns the index defined by (6.23).

6.3.3. Solving the relaxed problem via simplicial decomposition

Optimality conditions. The non-leaf nodes of the BB tree are processed by relaxing
the original combinatorial problem, which directly leads to Problem R(Iy, I1). This
section provides a detailed exposition of a simplicial decomposition method which is
particularly suited for its solution.

For notational convenience, we replace the variables v;, i € I\ (Iop U 1) by w;,
j=1,...,q, where ¢ = [T\ (I UI)]|, since there exists a bijection 7 from {1, e ,q} to
I'\ ({o U I1) such that w; = v,(j), j = 1,...,q. Consequently, we obtain the following
formulation:
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Problem R/(Ip, I1): Find w € RY to maximize
Q(w) = log det(G(w)) (6.24)

subject to the constraints
q
Z w; =T, (6.25)

0<w; <1, j=1,...,q, (6.26)

where

q
rzn—\[ﬂ, G(’LU):A-FZ’U}JSJ, A:ZMZ‘, Sj:Mﬂ(j), 7=1...,q.
j=1 i€l
(6.27)
(Note that the |I;| sensors have already been assigned to the locations 2%, i € I1, and
thus a decision about the placement of r remaining sensors has to be made.)

In the sequel, W will stand for the set of all vectors w = (wx,...,w,) satisfying
(6.25) and (6.26). Note that it forms a polygon in R?. Recall that the log-determinant
is concave and strictly concave over the cones S and S, , respectively, cf. (Boyd
and Vandenberghe, 2004; Pukelsheim, 1993). Thus the objective function (6.24) is
concave as the composition of the log-determinant with an affine mapping, see (Boyd
and Vandenberghe, 2004, p. 79). We wish to maximize it over the polyhedral set .
If the FIM corresponding to an optimal solution w* is nonsingular, then an intriguing
form of the optimality conditions can be derived, cf. (Ucinski and Patan, 2007).

Proposition 6.1. Suppose that the matriz G(w*) is nonsingular for some w* € W.
The vector w* constitutes a global solution to Problem R'(Iy, I1) if, and only if, there
exists a number \* such that

p(j,w*) =" if 0<wj <1, (6.28)
<N i wh =0,

>N if wi=1,
*

where
o(j,w) = trace[G ' (w)S;], j=1,...,q (6.29)

Proposition 6.1 reveals one characteristic feature of the optimal solutions, namely,
that when identifying them the function ¢ turns out to be crucial and optimality
means separability of the components of w* in terms of the values of this function.
Specifically, the values of ¢(-,w*) for the indices corresponding to the fractional
components of w* must be equal to some constant \*, whereas for the components
taking the value 0 or the value 1 the values of ¢(-,w*) must be no larger and no
smaller than \*, respectively.

Singular information matrices. Note that the assumption that G(w) is nonsingu-
lar can be dropped, since there is a very simple method to check whether or not the
current relaxed problem will lead to an FIM which is nonsingular.
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Proposition 6.2. The FIM corresponding to the solution to Problem R'(Iy,I1) is
singular if and only if so is G(w), where

w=(r/q,...,7/q). (6.30)
—_——— ——

q times

Consequently, a test of the singularity of the matrix G(w) = A + 7 23:1 S; can
be built into the BB procedure in order to drop the corresponding node from further
consideration and forego the examination of its descendants. Otherwise, the vector
(r/q,...,r/q) may serve as a good starting point for the simplicial decomposition
algorithm outlined in what follows.

Remark 6.1. A solution to Problem R/(Ip, I1) is not necessarily unique. Note, how-
ever, that for nonsingular cases (after all, pruning discards such cases from further
consideration), the resulting FIM is unique. Indeed, Problem R'(Iy,I1) can equiva-
lently be viewed as mazimization of the log-determinant over the convexr and compact
set of matrices M = {G(w) | Yiowi =1 0<w; <1, 0 = 1,...,q}. But the
log-determinant is strictly concave over the cone of positive-definite matrices, ST, ,
which constitutes the interior of S’ relative to S™, and this fact implies the unicity
of the optimal FIM.

Simplicial decomposition scheme. Simplicial Decomposition (SD) constitutes an
important class of methods for solving large-scale continuous problems in mathemat-
ical programming with convex feasible sets (Bertsekas, 1999; Patriksson, 2001; von
Hohenbalken, 1977). In the original framework, where a concave objective function
is to be maximized over a bounded polyhedron, it iterates by alternately solving a
linear programming subproblem (the so-called column generation problem) which gen-
erates an extreme point of the polyhedron, and a nonlinear Restricted Master Problem
(RMP) which finds the maximum of the objective function over the convex hull (a
simplex) of previously defined extreme points. This basic strategy of simplicial decom-
position has appeared in numerous references (Hearn et al., 1985; 1987; Ventura and
Hearn, 1993) where possible improvements and extensions have also been discussed.
A principal characteristic of an SD method is that the sequence of successive solutions
to the master problem tends to a solution to the original problem in such a way that
the objective function strictly monotonically approaches its optimal value.

Problem R/(Iy, I1) is perfectly suited for the application of the SD scheme. In this
case, it boils down to Algorithm 2. Here VQ(w) signifies the gradient of Q at w, and
it is easy to check that

VQ(w)z[trace(G_l(w)Sl), e trace(G_l(w)Sq)}T. (6.31)

Since we deal with maximization of a concave function Q over a bounded poly-
hedral set W, the convergence of Algorithm 2 in a finite number of RMP steps is
automatically guaranteed (Bertsekas, 1999, p. 221; von Hohenbalken, 1977). Observe
that Step 3 implements the column dropping rule (Patriksson, 2001), according to
which any extreme point with zero weight in the expression of w*) as a convex com-
bination of elements in Z®*) is removed. This rule makes the number of elements in
successive sets Z(*) reasonably low.
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Algorithm 2. Algorithm model for simplicial decomposition.

Step 0: (Initialization)
Set w©® = (r/q,...,r/q) and AR {w(o)}. Select 0 < € < 1, a parameter used in
the stopping rule, and set k = 0.

Step 1: (Solution of the column generation subproblem)
Determine
z = arg max Vo (w™) T (w — w™). (6.32)

Step 2: (Termination check)
If VO(w*)T(z — w®) < ¢, then STOP and w™® is optimal. Otherwise, set Z* T =
ARNE {z}
Step 3: (Solution of the restricted master problem)
Find
D = 6.33
w arg max ) Q(w) (6.33)

and purge ZF+D of all extreme points with zero weight in the expression of wk

as a convex combination of elements in Z®**Y . Increment k by one and go back to
Step 1.

The SD algorithm may be viewed as a form of modular nonlinear programming,
provided that one has an effective computer code for solving the restricted master
problem, as well as access to a code which can take advantage of the linearity of
the column generation subproblem (Hearn et al., 1987). The former issue will be ad-
dressed in the next subsection, where an extremely simple and efficient multiplicative
algorithm for weight optimization will be discussed. In turn, the latter issue is eas-
ily settled, as in the linear programming problem of Step 1 the feasible region W is
defined by one equality constraint (6.25) and ¢ bound constraints (6.26). The special
form of the constraints can be exploited directly, since numerous techniques have been
proposed to achieve considerable speedup, ranging from improvements on the simplex
method (cf. its upper-bounding version described by Pierre (1969, p. 224) to large-
scale interior-point methods which are accessible in popular numerical packages (cf.
the primal-dual interior-point variant of Mehrotra’s predictor-corrector algorithm im-
plemented in the MATLAB’s Optimization Toolbox (MathWorks, 2000), cf. (Nocedal
and Wright, 1999).

Multiplicative algorithm for the RMP. Suppose that in the (k + 1)-th iteration
of Algorithm 2, we have

ZEH) = Lo, 2, (6.34)

possibly with s < k+1 owing to the built-in deletion mechanism of points in Z(9, 1 <
i < k, which did not contribute to the convex combinations yielding the corresponding
iterates w(®). Step 3 of Algorithm 2 involves maximization of the design criterion (6.24)
over

co(ZFHD)y = {ZOZ(Z(‘CW >0,0=1,...,s, Zae = 1}. (6.35)
=1

{=1
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From the representation of any w € co(Z*+1) as

w = Zagze, (6.36)
=1

or, in a component-wise form,
S
wj:Zagzg’j, i=1,...,q (6.37)
=1

zg,; being the j-th component of z, it follows that

S

4q q s
Gw)=A+ ijSj = ZO&[ (A + Z Z@JS]') = ZO&[G(Z[). (6.38)
j=1 (=1 j=1 (=1

From this, we see that the RMP can equivalently be formulated as the following
problem:

Problem Pryp: Find the sequence of weights a = (aq, ..., as) to maximize
T (a) = logdet(H(a)) (6.39)

subject to the constraints

dap=1, (6.40)

=1
ap >0, £=1,...,s, (6.41)
where .
H(o) =Y oQr,  Qu=Glz). (6.42)
/=1

Basically, since the constraints (6.40) and (6.41) define the probability simplex P,
in R®, i.e., a very nice convex feasible domain, it is intuitively appealing to determine
optimal weights using a numerical algorithm specialized for solving convex optimiza-
tion problems. But another, much simpler technique can be employed to suitably
guide weight calculation. It fully exploits the specific form of the objective function
(6.39) by giving Problem Pgryp an equivalent probabilistic formulation. Specifically,
the nonnegativeness of the weights 2z, ;, j = 1,..., ¢ and the nonnegative definiteness
of the matrices A and S;, j =1,...,¢q imply that Q, = 0, ¢ =1,...,q. Defining X" as
a discrete random variable which may take values in the set {1,...,s} and treating
the weights ay, £ = 1,...,s as the probabilities attached to its possible numerical
values, i.e.,

px(l) =PX =0 =ap, £=1,...,5, (6.43)

we can interpret py as the probability mass function (pmf) of X and H(a) =
>oi—i Qe in (6.39) as the P-weighted mean of the function Q : ¢ — Q. There-
fore, Problem Pryp can be thought of as that of finding a probability mass function
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maximizing the log-determinant of the mean of Q. This formulation has captured
close attention in optimum experimental design theory, where various characteriza-
tions of optimal solutions and efficient computational schemes have been proposed
(Atkinson and Donev, 1992; Fedorov and Hackl, 1997; Walter and Pronzato, 1997).
In particular, in the case of the D-optimality criterion studied here, we can prove the
following conditions for global optimality:

Proposition 6.3. Suppose that the matriz H(«*) is nonsingular for some a* € Ps.
The vector a* constitutes a global solution to Problem Pgryp if and only if

w(eary{ =M e 0 (6.44)
<m if aj=0
for each £ =1,... s, where
Yl a) = trace[H H()Q], (=1,...,s. (6.45)

A very simple and numerically effective sequential procedure was devised and
analysed in (Pazman, 1986; Silvey et al., 1978; Torsney, 1988; Torsney and Mandal,
2001; 2004) for the case of rank-one matrices Qp, which was then extended to the
general case by Uciniski (2005, p. 62). Its version adapted to the RMP proceeds as
summarized in Algorithm 3. Clear advantages here are ease of implementation and
negligible additional memory requirements.

Algorithm 3. Algorithm model for the restricted master problem.

Step 0: (Initialization)
Select weights ozf_,o) >0, ¢ =1,...,s which determine the initial pmf p,.) for which
we must have 7(a®) > —oc0, e.g., set ozﬁ,o) =1/s,£=1,...,5. Choose 0 < n <K 1, a
parameter used in the stopping rule. Set k = 0.

Step 1: (Termination check)

It
(%)
o) iy =1, (6.46)
m
then STOP.
Step 2: (Multiplicative update)

Evaluate -

al" ) = o % (=1,...,s. (6.47)

Increment x by one and go to Step 1.

The idea is reminiscent of the EM algorithm used for maximum likelihood esti-
mation (Lange, 1999). The properties of this computational scheme are considered
in some detail in (Ucinski, 2005). Suffice it to say here that Algorithm 3 is globally
convergent regardless of the choice of initial weights (they must only be all nonzero
and correspond to a nonsingular FIM). Indeed, we have the following result (Ucinski,
2005, p. 65):
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Proposition 6.4. Assume that {a(”)} s a sequence of iterates constructed by Algo-
rithm 3. Then the sequence {T(a(“))} 1s monotone increasing and

lim 7 (a"™) = max 7 (a). (6.48)
K—00 a€ P
The basic scheme of Algorithm 3 can be refined to incorporate various improve-
ments which make convergence much faster. For example, produced solutions often
happen to contain many insignificant weights ay, which results from a limited accu-
racy of computations and the interruption of Algorithm 3 after a finite number of
steps. In practice, these weights may well be disregarded since setting them as zeros
and distributing the sum of their values among the remaining weights (so as not to
violate (6.40)) involves a negligible change in the value of the performance measure
T(a(”)). The sum of the weights removed can be distributed among the other weights
for which (¢, «*)) > m and, additionally, in a manner proportional to (¢, a(*)) —m.
Another improvement is due to Pronzato (2003), who proposed a simple method
to identify elements of Z**1) which do not contribute to the sought optimal con-
vex combination in co(Z*+1)). It can be generalized to the general case considered
here and used during the search to discard such useless points ‘on the fly’, thereby
substantially reducing problem dimensionality.

6.4. Approximate solution via continuous relaxation

Now we wish to return to the formulation of Problem P and present an alternative
approach to its solution, which is based on the idea of its reduction to a form for
which efficient tools of convex analysis can be applied.

6.4.1. Conversion to the problem of finding optimal sensor densities

When the numbers of candidate sites and sensors to be located n are large, which
becomes a common situation in applications, we can operate on the spatial density
of sensors (i.e., the number of sensors per unit area), rather than on the individual
sensor locations. The density of sensors over the time interval T' can be approximately
described by a probability measure £(dz) on the space (X, B), where B is the o-
algebra of all Borel subsets of X. Feasible solutions of this form make it possible to
apply convenient and efficient mathematical tools of convex programming theory. As
regards the practical interpretation of the so produced results (provided that we are
in a position to calculate at least their approximations), one possibility is to partition
X into nonoverlapping subdomains X; of relatively small areas and then to allocate
to each of them the number

N, = [N /X | f(dx)w (6.49)

of sensors (here [p] is the smallest integer greater than or equal to p).
Accordingly, we define the class of admissible designs as all probability measures
& over X which are absolutely continuous with respect to the Lebesgue measure and
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satisfy by definition the condition

/ §(dz) = 1. (6.50)
X

Counsequently, we replace (6.7) by

M(E) = /X () E(da), (6.51)

where
1

/0 ' gz, t)g" (z,t)dt

and the integration in (6.50) and (6.51) is to be understood in the Lebesgue-Stieltjes
sense. This leads to the so-called continuous designs, which constitute the basis of
the modern theory of optimal experiments (Fedorov and Hackl, 1997; Walter and
Pronzato, 1997).

We impose the crucial restriction that the density of sensor allocation must not
exceed some prescribed level. For a design measure £(dz) this amounts to the condition

¢(dz) < w(dx), (6.52)

where w(dx) signifies the maximal possible ‘number’ of sensors per dz (Fedorov and
Hackl, 1997; Uciniski, 2005; 1999) such that

/ w(dx) > 1. (6.53)
X

Consequently, we are faced with the following optimization problem:

Problem P, ejax: Find a design measure £ € Z(X), Z(X) being the set of all proba-
bility measures on X, to maximize

J(§) = logdet(M(¢)) (6.54)

subject to

£(dr) < w(da). (6.55)
The design £* above is then said to be a (¥, w)-optimal design (Fedorov and Hackl,
1997).
6.4.2. Optimality conditions
Let us make the following assumptions:
(Al) X is compact,
(A2) g e C(X x T;R™),
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(A3) {&:det(M(S)) # 0} #0,

(A4) w(dz) is atomless, i.e., for any AX C X there exists a AX’ C AX such that

/AX, w(dz) < /AX w(dx). (6.56)

In what follows, we write Z(X) for the collection of all the design measures which
satisfy the requirement!

€(AX) = w(AX) for AX C suppé, (6.57)
0 for AX C X \ suppé.
Given a design &, we will say that the function ¥(-,£) defined by
LYo ~1
o) = [T odr Qe (6.59)
0

separates the sets X7 and X, with respect to w(dx) if for any two sets AX; C X,
and AX, C X5 with equal nonzero w-measures we have

¢(z,§) wldz) = ¢(z, ) w(dz). (6.59)

AX, AXo

We can now formulate the following characterization of (¥,w)-optimal designs,
see (Ucinski, 1999; 2005).

Proposition 6.5. (Uciniski, 1999; 2005) Let Assumptions (A1)-(A4) hold. Then
(i) there exists an optimal design &* € Z(X), and

(ii) a necessary and sufficient condition for £* € E(X) to be (¥,w)-optimal is that
o(-, &%) separates X* = supp &* and its complement X \ X* with respect to the
measure w(dx).

From a practical point of view, the above result means that at all the support
points of an optimal design £* the mapping ¢( -, £*) should be greater than anywhere
else, i.e., preferably supp&* should coincide with maximum points of ¢(-,£*). In
practice, this amounts to allocating observations to the points at which we know least
of all about the system response.

If we were able to construct a design with this property, then it would be qualified
as an optimal design. Clearly, unless the design problem considered is quite simple,
we must employ a numerical algorithm to make the outlined idea useful.

1 The support of a measure ¢ is defined as the closed set supp ¢ = X \|J{G : £(G) = 0, G — open},
cf. (Rao, 1987, p.80).
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Algorithm 4. Exchange algorithm model to allocate a large number of network nodes.

Step 1: Guess a nondegenerate initial design &(© € =(X) (ie., it is required that
det(M () #0). Set k = 0.

Step 2: Set ka) = supp&™® and Xék) =X\ ka). Determine

( ) = = arg ml?) o(z, §<k)) < ) = = arg ma(x) o(z, E(k)).

z€X) zE€EX,

If ¢(x§’“>,§<’“>) > qf)(xgk),f(k)) — 7, where 0 < n < 1, then STOP. Otherwise, find two
sets Sik) - Xl(k) and Sék) C XQ(k) such that wgk) € SYC), wgk) € Sgk) and

[5&’“) w(dz) = /s;k) w(dz) = oy

(i-e., the w-measures of Sik) and Sék) must be identical) for some oy > 0.

Step 3: Construct £€#*Y such that
Supp§k+1 X(’erl) (XUV) \SUV)) U S<k)

Increment k£ and go to Step 2.

6.4.3. Exchange algorithm

Since £*(dx) should be nonzero in the areas where ¢(-,&*) takes on a larger value,
the central idea when constructing a computational algorithm for sensor density opti-
mization is to move some measure from areas with smaller values of 1( -, £*)) to those
with larger values, as we expect that such a procedure will improve £(*). This is em-
bodied by Algorithm 4, being an adaptation of the algorithm presented in (Fedorov,
1989):

Convergence is guaranteed if the sequence {a},_, satisfies (Fedorov, 1989):

khm a, =0, Zak = (6.60)

Within the framework of sensor placement, we usually have w(dx) = po(z)dz,
where g is a density function. But in this situation we may restrict our attention to
constant ¢’s (indeed, in any case we can perform an appropriate change of coordi-
nates). Moreover, while implementing the algorithm on a computer, all integrals are

replaced by sums over some regular grid elements. Analogously, the sets X, Xl(k),

Xék), S{k) and Sék) then simply consist of grid elements. Consequently, the above
iterative procedure may be considered as an exchange-type algorithm with the addi-
tional constraint that every grid element must not contain more than one supporting
point and the weights of all supporting points are equal to 1/N. In practice, a is
usually fixed and, what is more, one-point exchanges are most often adopted, i.e.,

® = {xgk)} and Sék) = {mék)}, which substantially simplifies implementation. Let
us note, however, that convergence to an optimal design is assured only for decreasing
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ay.’s and hence some oscillations in W[M (¢%*))] may sometimes be observed. A denser
spatial grid usually constitutes a remedy for this predicament (Miiller, 2001).

6.5. Computational results

In order to illustrate and compare the discussed approaches to the sensor placement,
they were applied to the problem of optimal estimation of the spatial-varying diffusion
coefficient a(x) in the transport process of an air pollutant over a given urban area
normalized to the unit square Q = (0,1)%. Within this domain an active source of
pollution is present, which leads to changes in the pollutant concentration y = y(z,t).
The evolution of y over the normalized observation interval 7' = (0, 1] is described by
the following advection-diffusion equation:

WD LG (ofoyle.) = V- (Vo) + 1), rER (60

subject to the boundary and initial conditions

% —0, onT xT, (6.62)
y(xv 0) = Yo, in Qa (663)

where the term f(z) = 10exp ( — 50|z — ¢[|?) represents a source of the pollutant
located at the point ¢ = (0.2,0.6), and dy/In stands for the partial derivative of y
with respect to the outward normal to the boundary I'. The mean spatio-temporal
changes of the wind velocity field over the area were approximated by v = (v1,v2),
where

V] = 2(.131 + .132), Vo = 2($1 — o + t) —1, (664)

which is also illustrated in Fig. 6.1. The assumed functional form of the spatial-varying
diffusion coeflicient is

a(x) = 01 + bam135 + 0377 + 473, (6.65)

so that the constant parameters 01,605,603 and 64 need estimation based on measure-
ment data from monitoring stations.

In our simulation studies, two described optimization approaches for stationary
sensor location were tested, namely, the bound and branch technique and multi-point
exchange procedure. Given N prospective sites in Q U T, we aim at selecting their
subset consisting of locations at which the measurements made by n available sensors
would lead to D-optimum least-squares estimates of the parameters 6.

In order to determine the elements of the sensitivity vector (6.8) required to cal-
culate FIM, the direct-differentiation method (Ucinski, 2005) was applied assuming
the nominal values of the parameters 69 = 0.02, 69 = 0.01 and 69 = 69 = 0.005. We
solved the resulting system of PDEs using some routines of the MATLAB PDE Toolbox
for a spatial mesh composed of 1248 triangles and 665 nodes. As for the numerical
integration required to evaluate information matrices for admissible observation sites,
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Fig. 6.1. Temporal changes in the wind velocity field and pollutant concentration

the trapezoidal rule was applied with the time step equal to 0.04, based on the sen-
sitivity vector interpolated at the nodes representing the admissible locations 2?, cf.
Appendix I in (Ucinski, 2005) for details.

The solution to (6.61)—(6.63) is shown in Fig. 6.1, where the complex process
dynamics can be easily observed. The pollutant spreads out over the entire domain
reflecting the sophisticated combination of diffusion and advection processes and fol-
lows the temporary direction of the wind being the dominant transport factor.

In our scenario, the observation grid was assumed to be created at locations se-
lected from among those elements of the above-mentioned 665-point triangulation
mesh which do not lie on the outer boundary (there were 585 such nodes, which are
indicated with dots in Fig. 6.2). Both tested algorithms were implemented entirely in
Matlab 7.1 and tested on a PC equipped with a Pentium IV 1.7 GHz processor and
768 MB RAM, running Windows 2000.

The D-optimal sensor configurations for different numbers of allocated sensors are
shown in Fig. 6.2. It is clear that the complexity of the system dynamics makes proper
prediction of the observation locations rather difficult and nonintuitive. The sensors
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Fig. 6.2. D-optimal allocation of different numbers of sensors for
the BB (a)—(c) and exchange (d)—(f) algorithms
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Table 6.1. Comparison of algorithms’ performance

BB multi-point exchange
No. of (e=5x10"% n=10""%) (n=1079)
Sensors No. of Time Criterion No. of Time Criterion
rec. calls [him:s] value iterations [h:m:s] value
5 795 0:14:37.652 0.2068 7 0:00:00.211 0.1854
10 223 0:05:28.372 0.2058 12 0:00:00.102 0.1959
20 29 0:00:57.523 0.1893 19 0:00:00.114 0.1840
40 3 0:00:05.197 0.1639 40 0:00:00.198 0.1639
60 1 0:00:01.302 0.1425 55 0:00:00.312 0.1425
80 1 0:00:01.291 0.1246 66 0:00:00.353 0.1246
100 1 0:00:01.222 0.1102 82 0:00:00.402 0.1102
150 1 0:00:01.132 0.0829 114 0:00:00.708 0.0829
250 1 0:00:01.191 0.0496 138 0:00:00.924 0.0496

tend to form the pattern reflecting the areas of greatest changes in the pollutant
concentration, but the observations are averaged over time and it is not trivial to
follow the dynamics of the observation strategy. Surprisingly, the measurements in
the closest vicinity of the pollution source turned out to be not very attractive for
parameter estimation.

Detailed results concerning the algorithms’ performance are presented in Tab. 6.1.
Examination of these data leads to some very interesting remarks. Both algorithms
seem to work very efficiently for high numbers of sensors and they generate very
similar solutions. Although the presented examples are rather of a medium scale,
we have to remember that in the worst case (i.e., when the number of sensors is
closest to half the number of available sites) the cardinality of the search space for the
585-point grid reaches approximately 4 x 10'7. The multi-point exchange algorithm
proves to be extremely rapid but its weakness is the fact that it cannot retrieve the
optimum solution in the case of small numbers of sensors, since it gets stuck and
oscillates between some suboptimal solutions. In such a situation, the BB approach
can still obtain the desired global D-optimal sensor locations, although at the cost of
serious computational burden. Nevertheless, even if the time required for obtaining
the optimal solution for a small number of sensors is relatively long, the BB approach
determines the suboptimal solution with better quality than the exchange procedure
with no more than just a few recursive calls (i.e. within no more than 5 sec. of
simulation time in each case).

Unexpectedly, with the increased number of sensors (and the size of a search space)
the pruning process becomes more efficient and BB becomes more competitive in the
sense of computational effort, being always no worse in the sense of solution quality.
This effect can be explained by observing that a higher density of sensors provides
a better estimate for the lower bound to the optimal value of the design criterion,
which results in the observed speedup of pruning.
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6.6. Concluding remarks

We have addressed the problem of selecting optimal observation points in view of
accurate parameter estimation for parameter distributed systems, which stand here
for dynamical systems governed by partial differential equations. Although it has been
approached from various angles since the mid-1970s, there are still few systematic
and versatile methods for its solution. In the existing formulations, an optimal sensor
placement is thus computed as that which globally maximizes a criterion directly
connected with the expected quality of the parameter estimates. But then the key
difficulty becomes the large scale of the resulting global optimization problem, since
the monitoring networks encountered in process industry or environmental engineering
may often consist of several hundreds of stations. Obviously, this makes the exhaustive
search on a candidate-by-candidate basis practically intractable and creates a need for
techniques which would implement a guided search and have acceptable performance.

We started from the most common formulation, in which the measurement system
has a finite number of sensor candidate positions and the aim is to select the best
subset of points of desired cardinality. Choosing the best subset translates to maximiz-
ing the determinant of the Fisher information matrix associated with the estimated
parameters and fits into the framework of nonlinear 0-1 integer programming. The
solution of this combinatorial design problem using the branch-and-bound method
constitutes a quite natural option, but the main problem when trying to implement
it has been the lack of a low-cost procedure to obtain upper bounds to the optimal
values of the D-optimality criterion. Our main contribution consists in adapting a
specialized multiplicative algorithm for determinant maximization to produce such
bounds. The link to plug this algorithm into the proposed scheme was a simplicial de-
composition being perfectly suited for large-scale problems which can be encountered
here. Consequently, the proposed method can be implemented with great ease and
our experience provides evidence that, with this tool, even large-scale design problems
can be solved using an off-the-shelf PC.

An alternative approach to select a best n-element subset from among a given
N-element set of candidate sites was to employ an exchange algorithm. Typically,
algorithms of this type begin with an n-point starting sensor configuration which then
sequentially evolves through addition of new elements selected from among vacant
sites and deletion of sites at which sensors have provisionally been planned to reside, in
an effort to improve the value of the adopted design criterion (Meyer and Nachtsheim,
1995). Accordingly, a one-point exchange procedure was discussed here. Originally, it
had been used in (Ucinski, 1999) and further developed in (Uciriski, 2005; Uciriski
and Patan, 2002) in a sensor-network setting, based on the concept of replication-
free designs set forth by Fedorov (1989). A much more efficient extension of this
idea could be to adapt the fast algorithm based on multiple simultaneous exchanges,
which was developed by Lam et al. (2002). A step in this direction was made by
Liu et al. (2005), who refined it and applied the resulting ‘sort-and-cut’ technique to
solve an E-optimum sensor selection problem. It is beyond doubt that this approach
outperforms the BB technique proposed here as far as the running time is concerned.
One should note, however, that exchange algorithms are heuristics to a significant
measure and thus they are only capable of finding globally competitive solutions (i.e.,
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nearly optimal ones), with an explicit trade of global optimality for speed. The BB
approach presented here is superior in the sense that it always produces global maxima
and, what is more, does it within tolerable time.
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Chapter 7

USING TIME SERIES APPROXIMATION
METHODS IN THE MODELLING
OF INDUSTRIAL OBJECTS
AND PROCESSES

Wiestaw MICZULSKI*, Robert SZULIM*

7.1. Introduction

The measurement of data recorded in measurement systems describes the dynamics
of control courses of technological processes or the behavior of objects. The data can
be used to build models of those objects or industrial processes.

The initial stage of a knowledge discovery process is a data pre-processing stage,
which has a significant influence on the quality of the acquired knowledge (Markowski
et al., 2005). In Section 7.3, according to the aforementioned example sets of mea-
surement data (Fig. 7.1), algorithms of data pre-processing are presented. Data thus
prepared are used in the process of data exploration. At the stage of data exploration,
the employed algorithms should include the following elements (Hand et al., 2001):

— the structure of the model retrieved from the data,

— the estimation function determining the quality of the model derived from the
data set,

— methods of search and/or optimization, whose goal is, among other things, to
search different structures or results of the model parameters according to esti-
mation function optimization.

Generally speaking, in the field of modelling, descriptive and predictive mod-
elling can be considered (Hand et al., 2001). Descriptive models including, among
other things, dividing p-dimension space into groups (analysis of concentration, seg-
mentation), can characterize all the data. The goal of predictive modelling using
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classification or approximation methods is to build a model enabling us to predict the
value of one or many variables on the basis of the known values of other variables. In
a classification method, the predicted result variables are symbolic variables, and in
an approximation method, the result variables have numerical meaning.

In many situations, for the purpose of creating models of industrial processes
and technological objects, we can use predictive modelling based on an approximation
method, whose models are functions represented by three elements: s — structure, a
— set of weights (parameters), and X; — set of attributes (variables), where X; C X.

Thus, the formal model notation to set the function approximation has the form

v ={s,a,X;}. (7.1)

The discovered function formula should approximate as closely as possible the
target function set by the values of the attributes in question. This condition stems
directly from the need to predict the values of the chosen dependent attribute. The
structure of the function is usually determined by the function approximation method
used and is assumed a priori, while only the values of the parameters characteristic
of this structure are determined. In the case of regression models (Brandt, 1997; Ko-
ronacki and Cwik, 2005; Szydtowski, 1978), the structure will be a parameterized
algebraic phrase. For neuron modelling methods, it will be a network of neurons of
a particular type (Duch et al., 2000). In function approximation there is also used a
supporting vector method (Vapnik, 1995). The aforementioned approximation meth-
ods are used wherever the accuracy of the identified relationship function is of great
importance. When ease of interpretation of the searched for function relationship de-
scription is more important, a method of discovering equations (Washio et al., 1999)
is used.

In Section 7.3, there are presented examples of the use of regression models in
the approximation of time series presented in Fig. 7.1. Also, the use of an evolution
algorithm to optimize the parameter values of the assumed model structure is dis-
cussed. The problem of building regression models is widely described in the literature
(Hand et al., 2001; Koronacki and Cwik, 2005). To preserve the cohesion of the en-
tire Chapter 7, information on regression models is presented to a limited extent in
Section 7.2.

7.2. Regression models

In data exploration, the building of a regression model is based on measurement
data, which are randomly distorted. The general relationship between the observed
measurements of the predicting and the result variables can be expressed as

y=Xa+e, (7.2)

where y is the n-dimension result value vector, resulting from the observed n-object
measurements, X is the n x p + 1-dimension matrix representing p measurements of
predicting variables on n objects, @ = (ao,...,ap) represents the (p + 1) vector of
the searched for values of model parameters, and e = (e(1),...,e(n)) is the vector
containing the differences between the observed and predicted result values, called
residuals.
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Model parameter value estimations are conducted in such a way as to minimize
the inconsistency e. The elements e are connected to each other to achieve a sin-
gle numerical measure which may be minimized. The most commonly used method
of connecting the elements e(i) is summing up their squares. Thus the estimation
function is the total square error (Hand et al., 2001),

2

n n
1=

e(? =) |y(i) = Y aja;(5)| - (7.3)
§=0

1 i=1

Searching for the values of the parameter vector a requires the minimization
of the total square error. This approach is called the least square method and the
parameters values of the vector a, which minimize the equation (7.3), are calculated
according to the formula (Hand et al., 2001):

a=(XTX)"'1xTy. (7.4)

In linear regression, the parameters a; are called regression coefficients. A general
regression model can be shown as the dependence

y* = Xa. (7.5)

Geometrically, the regression model (7.5), called repeated regression, describes a p-
dimension hyper-plane embedded in a (p + 1)-dimension space with the inclination
designated by the value of a; and an intersection at ag.

Models of this kind of linear structure occupy a significant place in data analysis.
It stems from the easily interpretable structure of the model and from the fact that
parameter estimation follows directly from an appropriate estimation function.

In the case of time series describing industrial objects and processes, most often
we have at our disposal one result variable y, and one predicting variable x, which is
the time ¢. A regression model (regression line) to estimate the predicting values y*
is described by the dependency

y* = ap + art. (7.6)

Such models are the oldest, most important and most widely used of all predicting
models. One of the reasons for this is their obvious simplicity.
The values of the linear regression coefficients ag and a; appearing in (7.6) and
calculated from (7.4) are described as follows (Szydlowski, 1978):
P P P
(P+1) >ty — 2t 2 y;
j=0 =0 = j=0

a; = PEE (77)
(p+1) 3 82— (iw)
j=0 j=0

J

ag = =2 9 i . (7.8)
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While the standard deviation of the determined coefficients a; and ag of linear re-
gression are described as the dependencies (Szydtowski, 1978):

2
41 2 (v —arty = ao)
]:

. p_1(+1)pt2_<pt>2’ -
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T :ﬂzp:t’%. (7.10)
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For nonlinear time series, very often there is a need for building a model consisting
of segments described by regression lines (linear approximation). Those segments,
depending on the needs, can either be connected one by one with each other or the
continuity at the ends of the individual linear segments is not required. With an a
priori assumed approximation error, time series approximation by linear segments
can be accomplished with three algorithms (Keogh et al., 2001b): sliding window,
top-down, bottom-up.

The sliding window algorithm works by anchoring the left point of a potential
segment at the first data point of a time series, then attempting to approximate the
data to the right with increasingly longer segments. If, at some point i, the error for the
potential segment is greater than the user-specified threshold, then the subsequence
from the anchor to 7 — 1 is transformed into a segment. The anchor is moved to the
location ¢, and the process is repeated until the entire time series has been transformed
into a piecewise linear approximation. The sliding window algorithm is attractive
because of its great simplicity, intuitiveness and particularly the fact that it is an
online algorithm.

A top-down algorithm works by considering every possible partitioning of data
measurement series and splitting it at the best location. Both subsections are then
tested to see if their approximation error is below some user-specified threshold. If
it is not, the algorithm recursively continues splitting the subsequence until all the
segments have approximation errors below the threshold. This algorithm does not
work on-line.

The bottom-up algorithm is a natural complement to the top-down algorithm.
The algorithm begins by creating the finest possible approximation of the data se-
quence, so that n/2 segments are used to approximate the n-length time series. Next,
the merging cost for each pair of adjacent segments is calculated, and the algorithm
begins to iteratively merge the lowest cost pair until a stopping criterion is met.
When the pair of the adjacent segments i and ¢ + 1 are merged, the algorithm needs
to perform some bookkeeping. First, the cost of merging a new segment with its right
neighbour must be calculated. In addition, the cost of merging the ¢ — 1-th segment
with its new longer neighbour must be recalculated. This algorithm does not work
on-line.
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7.3. Examples of the usage of regression models

7.3.1. Exemplary object and process description

As an example of an industrial process we can consider a copper production techno-
logical chain in the Copper Works Glogéw, Poland (Szulim, 2004). A very important
object of that chain is an electrical furnace which is responsible for copper slag re-
duction from a level of 15% to about 0.5%. The furnace works on a cyclic basis.
Every production period consists of three phases: loading, reduction, tapping. During
the loading, the furnace is filled with slag. During the reduction, control tappings
are made in order to determine the parameters of the alloy inside the furnace. After
achieving certain parameters, the furnace is ready to be unloaded. This is an example
of a process controlled by competent operators who have to take decisions under the
conditions of uncertainty of information about the process. It is impossible to measure
the important parameters of the process in a continuous way because of the difficult
measurement conditions. Furnace operators are supported by SCADA (Supervisory
Control and Data Acquisition) computer monitoring systems. These kinds of systems
do not have the ability to advise how to control the process to achieve a produc-
tion target in a particular time and for particular conditions. This kind of task can
be formulated for an expert system which includes a knowledge base built using the
knowledge discovered from the measurement data.

Data registered in the SCADA measurement system can be divided into a static
and a dynamic part. The static part represents the measurement data of the cycle
input and output parameter values, such as the amount and features of the cycle
ingredients. The control process is described by the values of the measurement data
of particular physical quantities stored once every specified period of time, e.g. one
minute. Those quantities can be pressure courses, temperatures, electrical quantities,
e.g. a time course of real electrical power supplied to the furnace (Fig. 7.1(a)). The
model built with the use of the measurement data can constitute the basis for building
a knowledge base in the form of a database of examples of industrial process control
time series. For finding similar examples in the database, a case based reasoning
paradigm can be used. Such an approach calls for devising a special way to represent
the examples in the database, building an appropriate similarity measure and tuning
the parameters of the system.

An example of an object can be a generator producing the Radio Standard Fre-
quency (RSF) signal of 225 kHz. This signal is simultaneously used as a carrier fre-
quency for Program 1 long wave broadcasts from Polish Radio S.A. The value of this
frequency is controlled by the Laboratory of Time and Frequency of the Central Office
of Measures (Poland). A block diagram of the measurement system realizing the task
mentioned above is presented in Fig. 7.2. The quantity measured by the timer is the
phase time that is a momentary RSF signal phase determined with respect to the
reference signal and expressed in terms of time units. So far, the registration of the
phase time measurement values has been realized by means of a paper tape recorder.
Example results of the phase time measurement for a 24-hour period are presented
in Fig. 7.1(b). They are the basis of “manual” calculations of two indicators of the
radio standard frequency deviation from the nominal value of (Miczulski and Czubla,
2006):
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— 24-hour RSF frequency average relative deviation from the nominal value (wgs),
calculated from the formula (7.11),

— short-term (lasting longer than half an hour) relative RSF frequency deviations
from the nominal value (wy), calculated from the formula (7.12).

it2) = i) = 3= At(0) = 3 Aty (1)

Was = — — , (7.11)
to —t1 — Z Atkj
j=1
wy, = _Atfz(t) — tfz(t22) - tfz(t21) - Atfzs(t)7 (712)
tzg — tzl tz2 - tzl

where tf(t1), tf(t2) represents the phase time at the beginning and end of a 24-hour
period, Atf,,(t) = tf,,;(ts2;) — tf,;(ts1:) is the phase time jump calculated before and
after the i-th jump — considered only when it is clearly observable and of a fixed
character, Atfy;(t) = tfy;(tk2j) — tfy; (tk1;) is a short-term change of the phase time
calculated on the basis of reading the phase time at the beginning and end of the
j-th short-term change, and considered only when it is of a fixed character, clearly
observable in comparison with an average phase time course during the analyzed
period, and not calculated separately as a jump change or a change of the phase time
Atf,(t) considered while calculating wy. Moreover, Aty; = tro; — ty1; is the ignored
time of a short-term change of the phase time, tf,(¢,1), tf,(t,2) represents the phase
time at the beginning and end of short-term (lasting more than half an hour) RSF
deviation from the frequency nominal value, and Atf, (¢) is the phase time jump.

16— PIMW] 5
. S — tflus]
14—, ."N P Ly ° |
EA MR dacin SREAE 5 P,
2] e 4 *mam\W S
i 1™ - :
10— s -
8 i
6— 27
o i
- 1 - E +
27 i . S
] timin) R T T e Shamnn [
0 T ‘ T ‘ T ‘ T ‘ T ‘ T ‘ T 'T""T ‘ T ‘ 0 T ‘ T ‘ T ‘ T ‘ T ‘ T ‘ T ‘ T ‘ T ‘

0 10 20 30 40 50 60 70 80 90 OE+0 1E+4 2E+4 3E+4 4E+4 5E+4 6E+4 7E+4 8E+4 9E+4

(a) (b)

Fig. 7.1. Examples of time series for electrical furnace power supply control (a), phase
time measurement results characterizing RSF generator stability (b)

The automation of diagnosing the process of generator work requires connecting
(via the General Purpose Interface Bus (GPIB) interface) a digital time meter with
a computer (Fig. 7.2). Using the results of the phase time measurement stored in a
computer memory, a model to calculate the indicators wgys and wy, is built.
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Fig. 7.2. Block diagram of the RSF monitoring module

7.3.2. Knowledge acquisition from measurement data
of complex technological process

In many situations, controlling complex technological processes is conducted on the
basis of the comparison of separate realizations of the process. Such a comparison may
concern searching for similarities between the time series of the registered physical
quantities of the current process and archival time series. Measurement data which
are the basis for building archival time series are pre-processed. Data pre-processing
tasks can include cleaning the data, transforming attributes and selecting relevant
attributes.

During similarity estimation, cases should be taken into account when series are
characterized by various number of measurements, the shape of the series may be
shifted on the time or value axes, or measurement results are burdened with measure-
ment errors and noise (Fig. 7.3).

In real industrial processes, i.e. in the process of copper slag reduction, time series
are much more difficult to compare between each other. Examples of such series are
shown in Fig. 7.4. These examples illustrate difficulty in comparing and searching
for similarities between them in a numerical way. Therefore, it is necessary to use an
information reduction process, which may be carried out by many methods (Keogh et
al., 2001b; Moczulski and Szulim, 2004). In this case, a piecewise linear approximation
using a bottom-up algorithm was employed. In Fig. 7.5 are presented the results of an
approximation of time series of real power supplied to an electrical furnace for copper
slag reduction cycles (Fig. 7.4(a)). The first course is approximated by six segments,
while the second — by five.

A direct comparison of series of lines approximating time series does not yield
good results, because there occur situations when the number of lines is different
and the lines differ significantly. In order to compare the lines, a special method
with a fuzzy description of the lines was elaborated. Every line approximating a time
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Fig. 7.3. Examples of time series with various numbers of measurements (a), shape
of series shifted on time (c), and value axes (b), burdened with noise (d)
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Fig. 7.4. Examples of time series of real power supplied to an electrical
furnace in four different cycles of the copper slag reduction process

series is represented by a dynamic fuzzy statement further called an event, which is
represented by the following attributes: Type, Duration, and Initial Value. The Type
attribute signifies the kind of event, that is, the inclination of the line. The definition
of fuzzy sets for this attribute takes also into account the character of the event. It
is possible that both positive and negative values of the line inclination (increase and
decrease) may occur. The Duration attribute describes the time in which the event
occurs. The Initial Value attribute defines the initial level of a physical quantity (e.g.
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Fig. 7.5. Example of linear approximation of the time series from Fig. 7.4(a)

power) for a line considered as an event. For every attribute, special trapezoid fuzzy
sets were defined. In the database, vectors of the values of membership functions of
individual fuzzy sets are stored (Szulim, 2004).

Searching for similar examples in a database requires the use of the so-called
similarity measure. In many cases it is necessary to design a special similarity measure
oriented onto the state of the compared data. Data describing the examples have
dynamic and static forms. Two similarity measures were designed. One for static data
(data representing process the input and output) and one for control courses described
by means of line series. As a control course, only one variable course is considered —
the amount of energy supplied to the furnace.

The total similarity of two realizations represented by a list of events singled
out in two time series is determined as a weighted average of similarities of pairs of
events (Fig. 7.6). The weight is defined on the basis of the duration of a longer line.
The similarity of a pair of events is defined as the product of partial similarities of
particular attributes describing a given pair of events approximating a series. The
similarity measure uses special similarity matrices of fuzzy sets, which define the
influence of certain line features on their similarity. It follows from these features
that courses approximated by longer lines have a greater influence on the similarity
(Szulim, 2004).

The system of representation of examples and the designed similarity measure
possess many parameters. They are, among other things the borders of fuzzy sets,
similarity matrices of fuzzy sets, and the threshold value of the piecewise linear ap-
proximation error. The values of these parameters have a decisive influence on the
correctness of the work of an expert system. The determination of these values in
an intuitive way does not allow achieving sufficiently good results. It was necessary
to elaborate a method of automatic parameter value selection. For this purpose, an
evolutional algorithm was used. A system capable of selecting parameter values au-
tomatically was built. A special way of parameter representation in a population of
chromosomes was designed together with special genetic operators of crossover, mu-
tation and parameter fixing (Moczulski and Szulim, 2004; Szulim, 2004; Szulim and
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Fig. 7.6. Calculation of similarity of control courses

Moczulski, 2003; 2004). In the process of evolutional tuning, about 3000 chromosomes
were processed. An improvement in the quality of the work of the system of represen-
tation of examples was achieved. The result of the work of the evolutional algorithm
is shown in Fig. 7.7. For two example time series approximations, before employing
an evolutional algorithm, a similarity value of 0.5 was obtained (Fig. 7.7(a)). After
using evolutional tuning, this value increased to 1 (in a fuzzy sense) — Fig. 7.7(b).
The way of the approximation of time series also changed because the values of the
error threshold of control course approximation had changed. Here the evolutional
algorithm realized a component of a data exploration algorithm concerning searching
and optimization methods. The modification of the regression factor values and the
number of lines approximating time series followed.

1877 pIMW] 1877 pIMwW]

Fig. 7.7. Similarity of two realizations before (a) and after (b) parameter tuning

Due to time-consuming calculations and their great complexity, the system was
prepared to carry out calculations in a distributed way, simultaneously on many com-
puters linked up into a network. An application was also designed for remote moni-
toring of the calculation progress by means of the Internet.

The verification of the correctness of the work of the aforementioned method of
obtaining knowledge from archival data to allow conducting a complex technological
process consisted in checking the following hypothesis: for a given example in a set of
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historical realizations, similar realizations can be found in terms of the input and a
control course. For examples similar in terms of the input and control course, output
data should also be similar. The hypothesis is similar to the assumptions made by
the personnel operating a given object. For incorrect parameter values, the system
indicates too many or too few similar process realizations. In order to conduct the
verification, a special program module carrying out similarity tests of the recorded
cycles according to the described concept was built (Fig. 7.8). The verification was
conducted using data from a real object — an electrical furnace working in a copper
works.

Set of all Set of cycles Set of cycles Set of cycles
cycles similar input similar control similar output

Fig. 7.8. Searching for similar realizations of the process

The knowledge base built in this way can be used to build an expert system.
The system can search for examples similar to a process currently being conducted.
For the presented example, it is possible to find one or many similar examples for
a given similarity threshold (Fig. 7.9). To realize this, sequential browsing of the
database records is necessary. Each example is compared with a current one and their
similarity is calculated using a similarity measure. The numbers of examples meeting
the similarity criteria can be stored in the memory and sent for further processing to
concluding procedures.

P
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End of actual Similar cycle 1 Similar
cycle

control tapping cycle 2
control
tapping
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Similar control End of load t1 t2

Fig. 7.9. Searching of similar control courses
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7.3.3. Diagnostics of a standard radio frequency generator

The way of generating and keeping approximate fixed values of the RSF frequency
leads to measurement results of the phase time, which can change within one period
Trsr = 4.44(4) ps. Among all measurement results of the phase time ¢f for one 24-hour
period, two groups of results can be singled out:

— a group of results determining the tendency of RSF frequency changes,

— a group of results connected with short-term interferences, usually concerning
the quality of the emitted and received RSF signal (Fig. 7.1).

Taking this into account as well as

— the conditions defined during the estimation of jump and short-term changes of
the phase time, and

— the specificity of the RSF frequency value regulation,

an algorithm was proposed to acquire diagnostic knowledge connected with the cal-
culation of the wgs and wy, factors (Fig. 7.10(a)). The initial stage of knowledge dis-
covery, called data pre-processing, is connected with loading the computer memory
with phase time measurement data recorded in a measurement system for a 24-hour
period, as well as data grouping and filtering.

START
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Estimation of number

Read of mods (m) histogram
measurement
data for 1 day
period
) F
Grouping method
Division of data
L according to tfvalue
Data filtration +
Distinguishing tf data
L groups according to tf
Linear regression value
method ¢
¢ Division distnguished
Calculation groups according to
Wes and wx measurement duration ¢

STOP STOP

(b)

Fig. 7.10. Diagnostic knowledge acquiring algorithm (a),
algorithm illustrating grouping method work (b)
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In order to estimate the RSF frequency change tendency, a process of measure-
ment data division into groups is done (grouping method — Fig. 7.10(b)). The selection
of a proper grouping algorithm is connected with the competent use of the knowledge
of the problem described by a set of data. In a general case, the division of data
should be conducted in such a way that the data in one group are similar as much as
possible to each other and the data from different groups should differ from each other
as much as possible. Generally, data division can be conducted according to a fuzzy
or a sharp division. Considering specific data as well as the wgs and wy estimation,
the way of sharp grouping was chosen, whose goal is the division of the measurement
phase time stored in the vector TF into the m TFG group in such a way that the
set of all groups includes all the data (Rutkowski, 2005):

\J 1FG; =TF, (7.13)
i=1
the groups were disjoint,
TFG;NTFG; =0, 1<i#j<m, (7.14)

and none of them were empty nor contained a whole set of data,
0 c TFG;Cc TF, 1<i<m. (7.15)

In the grouping method applied, the data division should occur with regard to
the phase time values and the measurement time. The basis of algorithm work with
regard to the phase time values is a measurement data histogram for one 24-hour
period (Fig. 7.11), on the basis of which the number (m) of groups is estimated. In
the case of the occurrence of one histogram maximum (m = 1), the procedure of
grouping method is omitted.
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Fig. 7.11. Histogram of the measurement data from Fig. 7.1(b)
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The borders of the division into the groups TFG; of the data stored in the vector
TF are defined on the basis of a histogram with an assumed level of the number of
occurrences of the phase time measurement results. In the example mentioned, all the
data of the phase time measurements results for one 24-hour period were divided into
four groups according to the phase time. As a result of grouping procedure work, the
division borders were defined as follows:

group TFG1 : 3.4 < tf<4.5,
group TFG, : 0.1 <tf<04,
group TFGs : 04 < tf< 3.4,
group TFGy : 0<tf<0.1.

Groups which have phase time measurement results of values equal to the maxi-
mum occurrence (based on a histogram) are groups defining the tendency of the RSF
frequency changes. In the example considered, these groups are TFG; and TFGs
(Fig. 7.12).
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Fig. 7.12. Example set of phase time measurement results for one 24-hour period
and its division into groups as a result of grouping method work

In another step of division algorithm work, a division into groups (defining the
tendency of the RSF frequency changes) with regard to the measurement time ¢
follows. The numbers of the results of the measurement of the phase time between
the singled out groups are compared in a movable time window. The result of the
algorithm work is the determination of the time defining the division border of these
groups. In this way, in the example mentioned, the division of the TFG; group into
the groups TFG1, and TFGhy, as well as the TFGo group into the groups TFGs, and
TFGayp occurred (Fig. 7.12). The division border is the time ¢ = 67600s. The groups
TFG1, and TFGoy define conclusively the tendency of RSF frequency changes. The
remaining groups (TFGy, TFGs,, TFG3 and TFG,) include ¢f measurement results
burdened with errors resulting from short term interferences.
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The quality of the discovered knowledge is decided by the quality of the data
used in the process of knowledge acquisition. The generally adopted principles of data
preparation require data cleaning. According to the adopted procedure of estimation
of wys and wy, the phase time measurement results qualified to the TFG3 and TFGy
groups cannot be removed from the measurement data groups. Phase time values for
these measurement results should correspond to the values close to the phase time
defining the tendency of the RSF frequency changes in those time intervals. Data
filtering is responsible for that.

In the first step of the data filtering procedure, groups of measurement data
(TFG1, and TFGap), which define the tendency of phase time changes for one 24-
hour period, are chosen. The selected groups of measurement data are subject to an
analysis of time series (Brandt, 1997), in which from the formula (7.16) values of the
average movable phase time srtf; are estimated, for 2k + 1 consecutive measurement
points (k = 5):

1 i+k

j=i—

Further in the procedure of data filtration all the data from the groups TFGuyp,
TFGsy, TFG3 and TFG, are assigned calculated average movable values from ap-
propriate moments of time. Also the measurement data from the groups TFGy, and
TFGap, which significantly differ from the movable phase time average value, are as-
signed the average movable phase time calculated values from appropriate moments
of time. In that way, the corrected values of the phase time (#f,) for the analyzed
one 24-hour period, which do not include single values, significantly differ from the
average movable phase time (Fig. 7.13 — set of points marked (a)). For the obtained
set of the phase time corrected values, a time series analysis was applied again to
calculate the movable average phase time values (Fig. 7.13 — curve (b)) according to
the formula (7.16).
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Fig. 7.13. Phase time corrected values and a phase time movable average chart
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Table 7.1. Results of wj calculations

‘ n ‘ Win, ‘ t.o [s] ‘ ta1 [s] ‘ At [min] ‘
1] 17-107% 1.6-10* | 1.44-10* 27
21 09-107*° | 2.28.10" | 1.95- 10" 55
3| —1.6.107° | 2.58.10* | 2.29-10* 48
4| -05-107" | 6.63-10" | 6.42-10" 35

For data exploration, a linear regression model of time series approximation was
applied. For every characteristic fragment of the phase time movable average course
(Fig. 7.13 — curve (b)), determined in a previous step of the algorithm and containing
n values of ¢; and corresponding with them the values of rtf;, the values of the linear
regression factors ag and a; are calculated according to the formulae (7.7) and (7.8).

The calculated values of linear regression factors permit the determination of
specific values of the phase time for the corresponding values of the time ¢ needed for
determining from the dependencies (7.11) and (7.12) the factors of the standard radio
frequency deviation from the nominal value.

In Fig. 7.13 there are marked four short-term RSF frequency deviations from the
nominal value discovered by the algorithm. In Table 7.1, the results of the calculation
of four relative short term RSF frequency deviations from the nominal value (wy)
for a given set of the phase time values are presented. According to the adopted
principles of the wy calculation, only the result for n = 3 can be treated as a relative
RSF frequency deviation from the nominal value. The rest of the obtained results
are taken into account while calculating the value of an average relative 24-hour RSF
frequency deviation from the nominal value as the omitted short-term changes of
the phase time Atf, (t) in the Aty time. The value wgs calculated by the presented
algorithm for the considered example is —0.1- 10719,

For every linear segment approximating the time series of the phase time cor-
rected values (Fig. 7.13), from the dependencies (7.9) and (7.10), standard deviations
of the linear regression factors ag and a; were calculated. The obtained values 0,9
and o, were the basis for calculating the uncertainty of the determination of the
factors wys and wg. The calculated uncertainty values at a confidence level of 0.95
are as follows:

Uw,. = 0.006-107° U, =0.12-1071.

7.4. Summary

Regression models with a linear structure are important in data analysis. They are
the most widespread of all predicting models. This stems from the easily interpretable
structure of models, and the estimation of the model parameters follows directly from
the estimation function. This fact is confirmed by the two quoted examples of the
employment of a regression model for modelling and industrial object and process.
In the quoted examples, the time series characterizing the industrial object and
process were approximated by linear segments. This was a basis for automatic creation
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of a knowledge base about the copper reduction process in an electrical furnace and
enabled full automation of the diagnosis of RSF generator work. Simulation research
was conducted for data coming from a real industrial object and process. The results
confirmed the assumed concept of building models.

The variety of time series and a great complexity of input data presented in both
examples required devising special procedures. For an industrial process, fuzzy set
borders, fuzzy set similarity matrices and a threshold value of error approximation
were defined among other things. The values of these parameters were calculated by
an evolution algorithm. In turn, in the process of initial input data preparation for
further analysis characterizing generator work, it was necessary to employ grouping
methods and an analysis of time series.
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Chapter 8

ANALYTICAL METHODS AND
ARTIFICIAL NEURAL NETWORKS
IN FAULT DIAGNOSIS AND MODELLING
OF NON-LINEAR SYSTEMS

Jézef KORBICZ*, Marcin WITCZAK*, Krzysztof PATAN*
Andrzej JANCZAK*, Marcin MRUGALSKI*

8.1. Introduction

A continuous increase in the complexity, efficiency, and reliability of modern indus-
trial systems necessitates a continuous development in the control and fault diagno-
sis theory and practice (Blanke et al., 2003; Calado et al., 2006; Chen and Patton,
1999; Isermann, 2006; Korbicz, 2004; Korbicz et al., 2004; Koscielny, 2001; Patton et
al., 2006). These requirements extend beyond the normally accepted safety-critical
systems of nuclear reactors, chemical plants or aircrafts, to new systems such as au-
tonomous vehicles or fast rail systems. An early detection and maintenance of faults
can help avoid system shutdown, breakdowns and even catastrophes involving human
fatalities and material damage. A modern control system that is able to tackle such
a challenging problem is presented in Fig. 8.1 (Witczak, 2006a). As can be observed,
the controlled system is the main part of the scheme, and it is composed of actua-
tors, process dynamics and sensors. Each of these parts is affected by the so-called
unknown inputs, which can be perceived as process and measurement noise as well as
external disturbances acting on the system. When model-based control and analytical
redundancy-based fault diagnosis are utilised (Blanke et al., 2003; Chen and Patton,
1999; Korbicz et al., 2004), then the unknown input can also be extended by model
uncertainty, i.e., the mismatch between the model and the system being considered.

The system may also be affected by faults. A fault can generally be defined as
an unpermitted deviation of at least one characteristic property or parameter of the

* Institute of Control and Computation Engineering
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Information about faults
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Fig. 8.1. Modern control system

system from the normal condition, e.g., a sensor malfunction. All the unexpected
variations that tend to degrade the overall performance of a system can also be inter-
preted as faults. Contrary to the term failure, which suggests a complete breakdown of
the system, the term fault is used to denote a malfunction rather than a catastrophe.
Indeed, failure can be defined as a permanent interruption of the system ability to
perform a required function under specified operating conditions. This distinction is
clearly illustrated in Fig. 8.2. Since a system can be split into three parts (Fig. 8.1),

Region of degraded performance

Region of required
performance

Recovery

Fig. 8.2. Regions of system performance

i.e., actuators, the process, and sensors, such a decomposition leads directly to three
classes of faults:

e Actuator faults, which can be viewed as any malfunction of the equipment that
actuates the system, e.g., a malfunction of the electro-mechanical actuator for
a diesel engine (Blanke et al., 1994);

e Process faults (or component faults), which occur when some changes in the
system make the dynamic relation invalid, e.g., a leak in a tank in a two-tank
system;

e Sensor faults, which can be viewed as serious measurements variations.



8. Analytical methods and artificial neural networks in fault. .. 177

The role of the fault diagnosis part is to monitor the behaviour of the system
and to provide all possible information regarding the abnormal functioning of its
components. As a result, the overall task of fault diagnosis consists of three subtasks
(Chen and Patton, 1999):

Fault detection: to make a decision regarding the system stage — either that something
is wrong or that everything works under the normal conditions;

Fault isolation: to determine the location of the fault, e.g., which sensor or actuator
is faulty;

Fault identification: to determine the size and type or nature of the fault.

However, from the practical viewpoint, to pursue a complete fault diagnosis, the
following three steps have to be realised (Frank and Ding, 1997):

Residual generation: generation of the signals that reflect the fault. Typically, the
residual is defined as a difference between the outputs of the system and its
estimate obtained with the mathematical model;

Residual evaluation: logical decision making on the time of occurrence and the loca-
tion of faults;

Fault identification: determination of the type of a fault, its size and cause.

The knowledge resulting from these steps is then provided to the controller re-design
part, which is responsible for changing the control law in such a way as to maintain the
required system performance. Thus, the scheme presented in Fig. 8.1 can be perceived
as a fault-tolerant one.

If residuals are properly generated, then fault detection becomes a relatively easy
task. Since without fault detection it is impossible to perform fault isolation and,
consequently, fault identification, all efforts regarding the improvement of residual
generation seem to be justified. There have been many developments in model-based
fault detection since the beginning of the 1970s, regarding both the theoretical con-
text and the applicability to real systems (see (Chen and Patton, 1999; Korbicz et al.,
2002; 2004; Patton et al., 2000) for a survey). Generally, the most popular classical
approaches can be split into three categories, i.e., parameter estimation, parity rela-
tion and observer-based fault diagnosis. All of them, in one way or another, employ
a mathematical system description to generate the residual signal.

Irrespective of the identification metod used, there is always the problem of model
uncertainty, i.e., the model-reality mismatch. Thus, the better the model used to
represent system behaviour, the better the chance of improving the reliability and
performance in diagnosing faults. Indeed, disturbances as well as model uncertainty
are inevitable in industrial systems, and hence there exists a pressure creating the
need for robustness in fault diagnosis systems. This robustness requirement is usually
achieved at the fault detection stage, i.e., the problem is to develop residual gener-
ators which should be insensitive (as far as possible) to model uncertainty and real
disturbances acting on a system while remaining sensitive to faults. In one way or
another, all the above-mentioned approaches can realise this requirement for linear
systems.
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Taking into account the above conditions, a large amount of knowledge on design-
ing robust fault diagnosis systems has been accumulated through the literature since
the beginning of the 1980s. For a comprehensive survey regarding such techniques,
the reader is referred to the excellent monographs (Chen and Patton, 1999; Gertler,
1998; Korbicz et al., 2004; Patton et al., 2000).

As can be observed in the literature (Chen and Patton, 1999; Gertler, 1998; Korbicz
et al., 2004; Patton et al., 2000), the most common approach to robust fault diagnosis
is to use robust observers. This is mainly because of the fact that the theory of robust
observers is relatively well developed in the control engineering literature. Challenging
design problems arise regularly in modern fault diagnosis systems.

Unfortunately, the classical analytical techniques often cannot provide acceptable
solutions to all problems that arise regularly in modern fault diagnosis. Indeed, as can
be observed in the literature (Chen and Patton, 1999; Korbicz et al., 2004; Zolghadri
et al., 1996), the design complexity of most observers for non-linear systems does not
encourage engineers to apply those in practice. Another fact is that the application
of observers is limited by the need for non-linear state-space models of the system
being considered, which is usually a serious problem in complex industrial systems.
This explains why most of the examples considered in the literature are devoted to
simulated or laboratory systems, e.g., the well-known two- or three-tank system, the
inverted pendulum, etc. (Chen and Patton, 1999; Korbicz et al., 2004; Zolghadri et al.,
1996).

The above problems contribute to the rapid development of soft computing-based
FDI (Fault Detection and Isolation) (Korbicz et al., 2004; Ruano, 2005). Generally,
the most popular soft computing techniques that are used within the FDI framework
can be divided into three groups: neural networks, fuzzy logic-based techniques and
evolutionary algorithms. There are, of course, many combinations of such approaches,
e.g., neuro-fuzzy systems (Korbicz, 2006; Korbicz et al., 2004; Kowal, 2005; Patton
et al., 2005). Another popular strategy boils down to integrating analytical and soft
computing techniques, e.g., evolutionary algorithms and observers (Witczak and Kor-
bicz, 2004; Witczak et al., 2002) or neuro-fuzzy systems and observers (Uppal et al.,
2006).

Taking into account the above discussion, the main objective of this chapter is to
present recent developments in modern fault diagnosis with non-linear observers and
neural networks. In particular, the chapter is organised as follows: Section 8.2 out-
lines the problem of observer-based robust fault diagnosis and presents two different
observer structures that can be employed for non-linear systems. Section 8.3 presents
four alternative neural network-based approaches that can be used to settle the fault
diagnosis problem when the mathematical state-space model is not available. The
subsequent Section 8.4 presents two applications of the approaches described in the
preceding sections. In particular, the first example is devoted to neural network-based
modelling of a DC motor while the second one concerns observer-based fault detection
of an induction motor. Finally, the last part concludes the chapter.
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8.2. Observer-based FDI

The basic idea underlying observer-based (or filter-based, in the stochastic case) ap-
proaches to fault detection is to obtain the estimates of certain measured and/or
unmeasured signals. Then, in the most usual case, the estimates of the measured sig-
nals are compared with their originals, i.e., the difference between the original signal
and its estimate is used to form a residual signal r, = yr — gr (Fig. 8.3). To tackle
this problem, many different observers (or filters) can be employed, e.g., Luenberger
observers, Kalman filters, etc. From the above discussion, it is clear that the main
objective is the estimation of system outputs while the estimation of the entire state
vector x is unnecessary. Since reduced-order observers can be employed, state estima-
tion is significantly facilitated. On the other hand, to provide an additional freedom
to achieve the required diagnostic performance, the observer order is usually larger
than the possible minimum one.

A

SYSTEM

A

+v *
=

Observer .

Fig. 8.3. Principle of observer-based residual generation

The admiration for observer-based fault detection schemes is caused by the still
increasing popularity of state-space models as well as the wide usage of observers
in modern control theory and applications. Due to such conditions, the theory of
observers (or filters) seems to be well developed (especially for linear systems). This
has made a good background for the development of observer-based FDI schemes.

Irrespective of the linear or non-linear FDI technique being employed, FDI per-
formance will be usually impaired by the lack of robustness to model uncertainty.
Indeed, the model-reality mismatch may cause very undesirable situations such as
undetected faults or false alarms. This may lead to serious economical losses or even
catastrophes.

As can be observed in the literature (Chen and Patton, 1999; Gertler, 1998; Korbicz
et al., 2004; Patton et al., 2000), the most common approach to robust fault diagnosis
is to use robust observers. This is mainly because of the fact that the theory of
robust observers is relatively well developed in the control engineering literature.
In particular, the so-called unknown input model uncertainty is mostly preferred.
The observer resulting from such an approach is called the Unknown Input Observer
(UIO). Although the origins of UIOs can be traced back to the early 1970s (cf. the
seminal work of Wang et al. (1975)), the problem of designing such observers is still
of paramount importance both from the theoretical and practical viewpoints. The
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main objective of the subsequent part of this section is to present two unknown
input observer design strategies that can be employed for the Lipschitz (Witczak and
Korbicz, 2006; Witczak et al., 2006b) and a general (Witczak et al., 2002; 2006¢) class
of non-linear systems, respectively.

8.2.1. Observers for non-linear Lipschitz systems

Let us consider Lipschitz systems that can be described as follows:
xpi1 = Axy + Bug + h(yp, ur) + g (T, ur) (8.1)
Yrt1 = Cxpy, (8.2)

where x; € R™ stands for the state vector, yr € R™ is the output, ux € R" is the
input, and g (-) and h(-) are non-linear functions. Additionally, g (-) satisfies

g (x1,u) — g (x2,u) |2 < v[®1 — @22, VE1, T2, 00, (8.3)

and v > 0 stands for the Lipschitz constant.
Let us consider an observer for the system (8.1)—(8.2) described by the following
equation:

Tp1=AZp+Bur+ h(yr, ug) +9 (g, ur) + K(yp,— Cxy,), (8.4)

where &, denotes the state estimate and K stands for the gain matrix.

The subsequent part of this section shows three theorems that present three dif-
ferent convergence conditions of (8.4). Following Thau (1973), let us assume that the
pair (A, C) is observable. Let P = P”| P > 0 be a solution of the following Lyapunov
equation:

Q=P-AlPA,, Ay=A-KC, (8.5)

where Ay is a stable matrix, i.e., p(4g) < 1, and Q = QT, Q > 0. Moreover, let
o () and & () stand for the minimum and maximum singular values of its argument,
respectively.

Theorem 8.1. (Witczak and Korbicz, 2006) Let us consider the observer (8.4) for
the systems described by (8.1)-(8.2). If the Lipschitz constant v (cf. (8.3)) satisfies

— ATPPA
v < \/g (@49 0), Q- ATPPA, > 0, (8.6)

g(P)+1
then the observer (8.4) is asymptotically convergent.

Unfortunately, (8.6) may merely serve as a method of checking the convergence,
but the gain matrix K has to be determined beforehand. This means that the design
procedure boils down to selecting various gain matrices K, solving the Lyapunov
equation (8.5), and then checking the convergence condition (8.6). There is no doubt
that this is an ineffective and inconvenient approach.

To tackle such a challenging problem, an effective design procedure was proposed
in (Witczak and Korbicz, 2006), which can be written as follows:
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Step 1: Obtain v for (8.1)—(8.2).
Step 2: Solve a set of linear matrix inequalities: (8.7), (8.8), and (8.9).
Step 3: Obtain the gain matrix K = P~'L.

I P
h =0, >0, P>0, (8.7)
P gI
X ATp - CTLT
-0, (8.8)
PA - LC I

P-yB+1I-X ATP_CTLT
[ T (641 ~ 0. (8.9)

PA-LC P

The purpose of the subsequent part of this section is to present a straightforward
approach for extending the techniques proposed in the preceding sections to discrete-
time Lipschitz systems with unknown inputs, which can be described as follows:

Tp11 = Axy + Bug + h(yk, ur) + g (xr, ur) + Edg, (8.10)

Yrt1 = Cxpp, (8.11)

where dj, € R? is the unknown input, and F is a known unknown input distribution
matrix. In order to use the techniques described in the preceding sections for state
estimation of the system (8.10)—(8.11), it is necessary to introduce some modifications
concerning the unknown input.
Let us assume that

rank(CFE) = rank(FE) = ¢, (8.12)
(see (Chen and Patton, 1999, p. 72, Lemma 3.1) for a comprehensive explanation).
If the condition (8.12) is satisfied, then it is possible to calculate H = (CE)* =

[((CE)TCE] - (CE)T, where (-)* stands for the pseudo-inverse of its argument. By
multiplying (8.11) by H and then inserting (8.10), it can be shown that

@1 = Az + Bug + b (ui, yr) + g (2, ur) + Eypia, (8.13)
where
A=GA, B =GB, g()=Gg(),
h() = Gh(), G=1-EHC, E - EH.

Thus, the unknown input observer for (8.10)—(8.11) is given as follows:
Tpr1 = A:f)k + Buk + h (uk, yk) +g (:Ek, uk) + Eyk+1 + K(yk — Cifik) (814)

A simple comparison of (8.1) and (8.13) leads to the conclusion that the observer (8.14)
can be designed with the above-mentioned three-step procedure, taking into account
the fact that (cf. (8.3)):

g (x1,u) — g (22, u) |2 < |1 — 2|2, V1,22, U, (8.15)

and assuming that the pair (A, C) is observable.
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8.2.2. Extended unknown input observers

Let us consider a non-linear discrete-time system described by
xTpi1 = g (zr) + h(ug) + Erdy, (8.16)
Yit1 = Crp1Tp1. (8.17)

Using the similar approach as in Section 8.2.1, it can be shown (Witczak et al., 2006¢)
that the structure of the so-called Extended Unknown Input Observer (EUIO) is

Zpt1 = gt/ + K1 (Yr+1 — Cop1rsa/i), (8.18)

where - -
ﬁ:k+1/k =g (:f:k) +h (uk) + Eryi+1- (8.19)

As a consequence, the algorithm used for state estimation of (8.16)—(8.17) can be
given as follows (Witczak et al., 2006¢):

Epi1/e =G (&) + b (ur) + Exyrsr, (8.20)
Py = AP AT+ Qu, (8.21)
T T -1
Kiy1 =P 1kCiyy (Cos1Piv1kCriy + Ri1) (8.22)
Zr1 = g/ + Kip1(Yrt1r — Crp1ri1/), (8.23)
Piy=[I — Ky y1Cri1] Pryayi, (8.24)
where
A, = 29(=@) _ g 290 — G Ay (8.25)
8:1:k TR=d1, Bmk Tp=3s,

The main aim is to show that the convergence of the EUIO strongly depends on the
instrumental matrices Q and Ry. Moreover, the fault-free mode is assumed, i.e.,
f=0.

Using (8.23), the state estimation error can be given as

ert1 = Tpr1 — Thy1 = [I — Ky 1Cri1] €xp1yns (8.26)

and ~
ery1/k = Thil — Tpy1/k = G (Tr) — g (1) = o Age, (8.27)
where o = diag(oi g, ..., n k) is an unknown diagonal matrix. Thus, using (8.27),

the equation (8.26) becomes
€pt+1 = [I — Kk+1Ck+1] akAkek. (8.28)

It is clear from (8.27) that o, represents the linearisation error. First, let us define

arp = max |ojkl, ap= min |a;l| (8.29)
j=1,....n j=1 n

.....
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Theorem 8.2. (Witczak et al., 2006¢) If

a (z‘ik)2 0 (Cr1)’c (AkPkAkT + Qk)

_|_
7 (Cri1Pey1/kCF 1 + Riy1)

(1-Q)e (AkPkAkT + Qk)
5 (Ay) 5 (Py)

: (8.30)

where 0 < ¢ < 1, then the proposed extended unknown input observer is locally as-
ymptotically convergent.

It is clear from (8.30) that the bound of &y can be mazimised by suitable settings
of the instrumental matrices Qi and Ry.. This can be realised as follows (Witczak et
al., 2006¢):

Qi = (vejer + 1)1, er =y — Criy, (8.31)
Ry i1 = 021, (8.32)

with v > 0 and §1 > 0, d2 > 0 large and small enough, respectively.

8.3. Neural networks in FDI schemes

Artificial Neural Networks (ANNs) have been intensively studied during the last two
decades and successfully applied to dynamic system modelling and fault diagnosis
(Frank and Koppen-Seliger, 1997; Korbicz, 2006; Korbicz et al., 2004; Képpen-Seliger
and Frank, 1999; Narendra and Parthasarathy, 1990; Witczak, 2006a). Neural net-
works stand for an interesting and valuable alternative to the classical methods, be-
cause they can deal with very complex situations which are not sufficiently defined
for deterministic algorithms. They are especially useful when there is no mathemat-
ical model of a process being considered. In such situations, the classical approaches
such as observers or parameter estimation methods cannot be applied. Neural net-
works provide excellent mathematical tools for dealing with non-linear problems
(Haykin, 1999; Korbicz et al., 1994; Nelles, 2001; Norgard et al., 2000; Osowski,
2006; Rutkowski, 2005). They have an important property owing to which any non-
linear function can be approximated with an arbitrary accuracy using a neural net-
work with a suitable architecture and weight parameters. For continuous mappings,
one hidden layer-based ANN is sufficient but in other cases two hidden layers should
be implemented. ANNs are parallel data processing tools capable of learning func-
tional dependencies of the data. This feature is extremely useful for solving different
pattern recognition problems.

Another attractive property is the self-learning ability. A neural network can ex-
tract the system features from historical training data using the learning algorithm,
requiring a little or no a priori knowledge about the process. This makes ANNs
non-linear modelling tools of a great flexibility. Neural networks are also robust with
respect to incorrect or missing data. Protective relaying based on ANNSs is not af-
fected by changes in the system operating conditions. Neural networks have also high
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Fig. 8.4. Model-based fault diagnosis using neural networks

computation rates, large input error tolerance and adaptive capability. These fea-
tures allow applying neural networks effectively to the modelling and identification
of complex non-linear dynamic processes and fault diagnosis. Modern methods of
FDI for dynamic systems can be split into four broad categories: model-based, robust
model-based, knowledge-based and data analysis-based approaches. In the consecu-
tive sections, a possible application of various neural networks in the framework of
fault diagnosis is carefully discussed.

8.3.1. Model-based approaches

Model-based approaches generally utilise results from the field of control theory, which
rely on parameter or state estimation (Chen and Patton, 1999; Isermann, 2006). The
approach is based on the fact that a fault will cause changes in certain physical
parameters which in turn will cause changes in some model parameters or states.
When using this approach, it is essential to have quite accurate models of a process
being considered. Figure 8.4 presents a block scheme of model-based fault diagnosis.
As has been mentioned, fault diagnosis procedure consists of two separate stages:
residual generation and residual evaluation. The residual generation process is based
on a comparison between the output of the system and the output of the model
constructed. As a result, the difference, or so-called residual, is expected to be near
zero under the normal operating conditions, but on occurrence of a fault, a deviation
from zero should appear. Unfortunately, designing mathematical models for complex
non-linear systems can be difficult or even impossible.

For the model-based approach, the neural network replaces the analytical model
that describes the process under the normal operating conditions (Frank and Képpen-
Seliger, 1997; Patan, 2007; Patan et al., 2005). First, the network has to be trained to
settle this task. Learning data can be collected directly from the process, if possible, or
from a simulation model that should be as realistic as possible. The latter possibility is
of special interest for data acquisition in different faulty situations. This is especially



8. Analytical methods and artificial neural networks in fault. .. 185

important for the task of testing the residual generator because such data are not
generally available from the real process. The training process can be carried out
off-line or on-line (it depends on the availability of data).

The possibility to train a network on-line is very attractive, especially in the case
of adapting a neural model to mutable environment or time-varying systems. After
finishing the training, a neural network is ready for on-line residual generation. In
order to be able to capture the dynamic behaviour of the system, the neural net-
work should have dynamic properties, e.g., it should be a recurrent network. Residual
evaluation is a decision-making process that transforms quantitative knowledge into
qualitative Yes or No statements. It can also be perceived as a classification problem.
The task is to match each pattern of the symptom vector with one of the pre-assigned
classes of faults and the fault-free case. This process may be highly facilitated with
intelligent decision making. To perform residual evaluation, neural networks can be
applied, e.g., feed-forward networks or self-organizing maps.

Multilayer perceptron. Artificial neural networks are constructed with a certain
number of single processing units, which are called neurons. A standard neuron model
is described by the following equation (Duch et al., 2000; Korbicz et al., 1994; Osowski,
2006):

N
y="F (Z Wy Uy + uO> ; (8.33)
n=1

where u,, n = 1,2,..., N, denotes neuron inputs, ug is the threshold, w, denotes
synaptic weight coefficients and F (-) is the non-linear activation function. Sigmoid
and hyperbolic tangent functions are very popular and most frequently used. The
multi-layer perceptron is a network in which the neurons are grouped into layers where
an input layer, one or more hidden layers and an output layer can be distinguished.
The main task of the input units (black squares) is preliminary input data processing
uw = [u1,ug,...,un]? and passing them onto the elements of the hidden layer. Data
processing can comprise, e.g., scaling, filtering or signal normalisation. Fundamental
neural data processing is carried out in hidden and output layers. It is necessary to
notice that links between the neurons are designed in such a way that each element
of the subsequent layer is connected with each element of the previous layer. These
connections are assigned with suitable weight coefficients, which are determined, for
each separate case, depending on the task the network should solve. The output layer
generates the network response vector y.

Recurrent networks. Feed-forward networks can only represent static mappings,
and therefore they need past inputs and outputs of the modelled process. This can
be performed introducing suitable delays. As a result, a neural network with time
delay lines can be elaborated (Narendra and Parthasarathy, 1990; Norgard et al.,
2000). Unfortunately, this kind of networks has some disadvantages. First of all, it is
required to know the exact order of the process. If the order of the process is known,
all necessary inputs and outputs should be fed to the network. In this way, the input
space of the network becomes large.

In many practical cases, there is no possibility to learn the order of the system, and
the number of suitable delays has to be selected experimentally. Another disadvantage
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is the limited past history horizon, thereby preventing the modelling of arbitrarily long
time dependencies between the inputs and the desired outputs. Moreover, the trained
network has strictly static, not dynamic, characteristics. More natural, dynamic be-
haviour is assured by recurrent networks (Gupta et al., 2003; Haykin, 1999).

Recurrent neural networks are characterised by considerably better properties,
looking from the point of view of their application to control theory. As a result of
feedbacks introduced to network structures, it is possible to accumulate the infor-
mation and use it later. From a possible feedback location point of view, recurrent
networks can be divided as follows (Tsoi and Back, 1994):

e [ocal recurrent networks — there are feedbacks only inside neuron models. These
networks have a structure similar to static feed-forward ones, but consist of
dynamic neuron models.

e global recurrent networks — there are feedbacks allowed between neurons of dif-
ferent layers or between neurons of the same layer.

Globally recurrent networks, like the fully recurrent network of the Williams-Zipser
(1989) type and Elman/Jordan partially recurrent networks (Elman, 1990; Jordan,
1986), are the most widely known recurrent structures elaborated to date and also well
documented. Generally, globally recurrent neural networks, in spite of their usefulness
in control theory, have some disadvantages. These architectures suffer from a lack of
stability; for a given set of initial values, the activations of linear output neurons
may grow unlimited. Training algorithms are also complicated and time consuming
causing slow convergence of the training. Moreover, the number of states (model order)
cannot be selected independently from the number of hidden neurons, and then serious
problems can occur while selecting the structure of the network in order to achieve
both proper approximation abilities and a proper order of the model (Nelles, 2001).

Model with the ITR filter. The disadvantages of globally recurrent networks can
be partially avoided by using locally recurrent networks. The fundamental unit of such
networks is a dynamic neuron model. It can be obtained by incorporating a linear
dynamic system into the classical neuron model. The dynamics are introduced into
neuron in such a way that the neuron activation depends on its internal states. This
is done by introducing the Infinite Impulse Response (IIR) filter into the neuron
structure (Patan and Parisini, 2005). In such models, one can distinguish three main
parts: the weight sumator, the filter block and the activation block. The filter is
placed between the weighted sumator and the activation function. The behaviour
of the dynamic neuron model being considered is described by the following set of
equations:

N
x(k) = anun(k),

1 1 (8.34)
y(k) = — Zazﬂ(k —i)+ Y bix(k — i),

=0

y(k) = F(gy(k) + ¢),
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where w,, n = 1,..., N denotes the input weights, u,,(k), n =1,..., N are the neuron
inputs, N is the number of the inputs, y(k) denotes the filter output, a;, i =1,...,T
and b;, 1 =0,...,T are feedback and feed-forward filter parameters, respectively, F'(-)
is a non-linear activation function that produces the neuron output y(k), and g and
c are the slope parameter and the bias of the activation function, respectively.

Due to the dynamic characteristics of neurons, a neural network of the feed-forward
structure can be designed. Taking into account the fact that this network does not have
any recurrent links between the neurons, to adapt the network parameters a train-
ing algorithm based on the back-propagation idea can be elaborated. The calculated
output is propagated back to the inputs through hidden layers containing dynamic
filters. As a result, extended dynamic back propagation is defined (Korbicz et al.,
2001). This algorithm can have both the on-line and the off-line forms, and therefore
it can be widely used in control theory. The choice of the proper mode is dependent
on problem specification.

8.3.2. Robust model-based approach

As was mentioned in Section 8.2, when non-linear state space models are available,
fault diagnosis can be realised by using the concept of an unknown input observer.
Unfortunately, when the direction of faults is similar to that of an unknown input,
then the unknown input decoupling procedure may considerably impair fault sensi-
tivity. If the above-mentioned approach fails, then describing model uncertainty in
a different way seems to be a good remedy. One of the possible approaches is to use
statistical techniques (Atkinson and Donev, 1992; Walter and Pronzato, 1996) (for an
example regarding different approaches, the reader is referred to (Delebecque et al.,
2003)) to obtain parameter uncertainty of the model and, consequently, model output
uncertainty. Such parameter uncertainty is defined as the parameter confidence region
(Atkinson and Donev, 1992; Walter and Pronzato, 1996) containing a set of admis-
sible parameters that are consistent with the measured data. Thus it is evident that
parameter uncertainty depends on measurement uncertainty, i.e., noise, disturbances,
etc.

The knowledge about parameter uncertainty makes it possible to design the so-
called adaptive threshold (Frank et al., 1999). The adaptive threshold, contrary to
the fixed one, bounds the residual at a level that is dependent on model uncertainty,
and hence it provides a more reliable fault detection.

Contrary to the typical industrial applications of neural networks that are pre-
sented in the literature (Chen and Patton, 1999; Karpenko et al., 2003; Korbicz et al.,
2004; Mrugalski and Korbicz, 2006), Witczak et al. (2006a) defined the task of de-
signing a neural network in such a way as to obtain a model with a possibly small
uncertainty. Indeed, the approaches presented in the literature try to obtain a model
that is best suited to a particular data set. This may result in a model with a rela-
tively large uncertainty. A degraded performance of fault diagnosis constitutes a direct
consequence of using such models.

To tackle this challenging problem for non-linear dynamic systems, the GMDH
(Group Method of Data Handling) approach (Ivakhnenko and Mueller, 1995; Korbicz
and Mrugalski, 2007) can be effectively adapted (Witczak et al., 2006a). The authors
proposed a complete design procedure concerning the application of GMDH neural
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networks to robust fault detection. Starting from a set of input-output measurements
of the system, it is shown how to estimate the parameters and the corresponding
uncertainty of a neuron using the so-called bounded-error approach (Milanese et al.,
1996; Walter and Pronzato, 1996). As a result, they obtained a tool that is able to
generate an adaptive threshold. The methodology developed for parameter and un-
certainty estimation of a neuron makes it possible to formulate an algorithm that
allows obtaining a neural network with a relatively small modelling uncertainty. All
the hard computations regarding the design of the GMDH neural network are per-
formed off-line, and hence the problem regarding the time-consuming calculations is
not of paramount importance. The above-discussed technique will be clearly detailed
in Section 8.3.2.

As has been mentioned, the reliability of such fault diagnosis schemes is strongly
dependent on model uncertainty, i.e., the mismatch between a neural network and the
system being considered. Thus, it is natural to minimise model uncertainty as far as
possible. This can be realised with the application of Optimum Experimental Design
(OED) theory (Atkinson and Donev, 1992; Uciniski, 2005; Walter and Pronzato,
1996). Recently, Witczak and Pretki (2005) developed a D-optimum experimental
design strategy that can be used for training single-output neural networks. They
also showed how to use the obtained network for robust fault detection with an
adaptive threshold. In (Witczak, 2006b), the author showed how to extend this
technique to multi-input multi-output neural networks. He also proposed a sequential
experimental design algorithm that allows obtaining a one-step-ahead D-optimum
input. This algorithm can be perceived as a hybrid one since it can be used for both
training and data development.

Robust GMDH neural networks. A successful application of the ANNs to the
system identification and fault diagnosis tasks (Witczak, 2006a) depends on a proper
selection of the neural network architecture. In the case of the classical ANNs such as
Multi-Layer Perceptron (MLP), the problem reduces to the selection of the number
of layers and the number of neurons in a particular layer. If the obtained network
does not satisfy prespecified requirements, then a new network structure is selected
and parameter estimation is repeated once again. The determination of the appropri-
ate structure and parameters of the model in the presented way is a complex task.
Furthermore, an arbitrary selection of the ANN structure can be a source of model
uncertainty. Thus, it seems desirable to have a tool which can be employed for auto-
matic selection of the ANN structure, based only on the measured data. To overcome
this problem, GMDH neural networks (Ivakhnenko and Mueller, 1995; Mrugalski,
2004; Mrugalski and Korbicz, 2005) have been proposed. The synthesis process of
the GMDH model is based on iterative processing of a sequence of operations. This
process leads to the evolution of the resulting model structure in such a way as to
obtain the best quality approximation of the identified system. Thus, the task of de-
signing a neural network is defined in such a way so as to obtain a model with a small
uncertainty.

The idea of the GMDH approach relies on replacing the complex neural model

by the set of hierarchically connected neurons. The behaviour of each neuron should
reflect the behaviour of the system being considered. It follows from the rule of the
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GMDH algorithm that the parameters of each neuron are estimated in such a way
that their output signals are the best approximation of the real system output. In
this situation, the neuron should have the ability to represent the dynamics. One way
out of this problem is to use dynamic neurons (Patan and Parisini, 2005). Dynamics
in these neurons are realised by introducing a linear dynamic system — an IIR filter.
The process of GMDH network synthesis leads to the evolution of the resulting model
structure in such a way as to obtain the best quality approximation of the real system.
An outline of the GMDH algorithm can be as follows (Mrugalski, 2004; Witczak et
al., 2006a):
O]

Step 1: Determine all neurons (estimate their parameter vectors pnl with the training
data set 7)) whose inputs consist of all possible couples of input variables, i.e.,
(r — 1)r/2 couples, where r is the dimension of the system input vector.

Step 2: Using a validation data set V, not employed during the parameter estima-
tion phase, select several neurons which are best fitted in terms of the chosen
criterion.

Step 3 If the termination condition is fulfilled (either the network fits the data with
a desired accuracy or the introduction of new neurons did not induce a signifi-
cant increase in the approximation abilities of the neural network), then STOP,
otherwise use the outputs of the best-fitted neurons (selected in Step 2) to form
the input vector for the next layer, and then go to Step 1.

To obtain the final structure of the network, all unnecessary neurons are removed,
leaving only those which are relevant to the computation of the model output. The
procedure of removing the unnecessary neurons is the last stage of the synthesis of
the GMDH neural network. The appealing feature of the above algorithm is that
the techniques for parameter estimation of linear-in-parameter models can be used
during the realisation of Step 1. This is possible under the standard invertibility
assumption of the activation function of a network.

Confidence estimation of GMDH neural networks. Even though the applica-
tion of the GMDH approach to model structure selection can improve the quality
of the model, the resulting structure is not the same as that of the system. It can
be shown (Mrugalski, 2004) that the application of the classical evaluation criteria
such as the Akaike Information Criterion (AIC) and the Final Prediction Error (FPE)
(Ivakhnenko and Mueller, 1995; Mueller and Lemke, 2000) can lead to the selection
of inappropriate neurons and, consequently, to unnecessary structural errors.

Apart from the model structure selection stage, inaccuracy in parameter estimates
also contributes to modelling uncertainty. Indeed, while applying the least-square
method to parameter estimation of neurons, a set of restrictive assumptions has to
be satisfied (see, e.g., (Witczak et al., 2006a) for further explanations). An effective
remedy to such a challenging problem is to use the so-called Bounded Error Approach
(BEA) (Milanese et al., 1996; Witczak et al., 2006a). Let us consider the following
system:

y(k) = r(k)'p + (k). (8.35)
where r(k) stands the regressor vector, p € R"» denotes the parameter vector, and
(k) represents the difference between the original system and the model.
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The problem is to obtain the parameter estimate vector p, as well as the associated
parameter uncertainty required to design robust fault detection system. The knowl-
edge regarding the set of admissible parameter values allows obtaining the confidence
region of the model output which satisfies

g™ (k) < y(k) < g™ (k), (8.36)

where §™(k) and §* (k) are the minimum and maximum admissible values of the
model output that are consistent with the input-output measurements of the system.

It is assumed that (k) consists of a structural deterministic error caused by the
model-reality mismatch, and the stochastic error caused by the measurement noise is
bounded as follows:

e™(k) < e(k) < eM(k), (8.37)

where the bounds €™ (k) and e™ (k) (™ (k) # ™ (k)) can be estimated (Witczak et
al., 2006a).

The idea underlying the bounded-error approach is to obtain a feasible parameter
set P (Milanese et al., 1996) that is consistent with the input-output measurements
used for parameter estimation. The resulting P is described by a polytope defined by
a set of vertices V. Thus, the problem of determining the model output uncertainty
can be solved as follows:

rT(k)p™ (k) < ' (k)p < rT (k)p™ (k), (8-38)
where
p" (k) = argmin v*(k)p, p (k) = argmaxr” (k)p. (8.39)

As has been mentioned, the neurons in the I-th (I > 1) layer are fed with the
outputs of the neurons from the (I—1)-th layer. In order to modify the above-presented
approach for the uncertain regressor case, let us denote an unknown “true” value of
the regressor 7, (k) by a difference between the measured value of the regressor r(k)
and the error in the regressor e(k):

where it is assumed that the error e(k) is bounded as
el(k) < ei(k) <eM(k), i=1,...,n,. (8.41)

Using (8.35) and substituting (8.40) into (8.41), one can define the space containing
the parameter estimates:

e™(k) — el (k)p < y(k) —r(k)T'p < eM(k) — e (k)p, (8.42)

which makes it possible to adapt the above-described technique to the error-in-
regressor case (Witczak et al., 2006a).

The proposed modification of the BEA makes it possible to estimate the parameter
vectors of the neurons from the I-th, [ > 1 layers. Finally, it can be shown that the
model output uncertainty has the following form:

g"(k) < rpp < GV (k). (8.43)
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In order to adapt the presented approach to parameter estimation of non-linear neu-
rons with an activation function £(-), it is necessary to transform the relation

e (k) < y(k) — € (k)" p) < M (R), (8.44)
using ¢71(+), and hence

£ (y(k) — M (k) < (r(k) P < €71 (y(k) — ™ (k). (8.45)

Knowing the model structure and possessing the knowledge regarding its un-
certainty, it is possible to design a robust fault detection scheme with an adaptive
threshold. The model output uncertainty interval, calculated with the application of
the GMDH model, should contain the real system response in the fault-free mode.
Therefore, the system output should satisfy

g7 (k) + ™ (k) < y(k) < g™ (k) + M (k). (8.46)

This means that robust fault detection boils down to checking if the output of the
system satisfies (8.46). Thus, when (8.46) is violated, then a fault symptom occurs.

8.3.3. Knowledge-based approaches

Knowledge-based approaches are generally based on expert or qualitative reasoning
(Zhang and Ellis, 1991). Several knowledge-based fault diagnosis approaches have
been proposed. These include the rule-based approach, where the diagnostic rule can
be formulated from the process structure and unit functions as well as the qualitative
simulation-based approach. In the rule-based approach, faults are usually diagnosed by
casually tracing symptoms backwards along their propagation paths. Fuzzy reasoning
can be used in the rule based approach to handle uncertain information.

In the qualitative simulation-based approach, qualitative models of a process are
used to predict the behaviour of the process under the normal operating conditions
and various faulty conditions. Fault detection and diagnosis are then performed by
comparing the predicted behaviour with the actual observations. The methods that
fall into this category can be viewed as fault analysers because their objective is to
make a decision about whether or not a fault has occurred in the system based on the
set of logical rules that are either pre-programmed by an expert or learned through
a training process (Fig. 8.5). When data about process states or operating condition
is passed into the fault analyser, it is checked against the rule base stored there and
a decision about the operating conditions of the system is carried out.

Neural networks are an excellent tool to design such fault analysers (Képpen-
Seliger and Frank, 1999). The well-known feed-forward multi-layered networks are
most frequently used. To summarise, to develop knowledge-based diagnostic systems,
the knowledge about the process structure, process unit fuctions, and qualitative
models of process units under various faulty conditions is required. Therefore, the de-
velopment of a knowledge-based fault diagnosis system is, generally, computationally
demanding.
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Fig. 8.5. Model-free fault diagnosis using neural networks
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Fig. 8.6. Fault diagnosis as a pattern recognition task

8.3.4. Data analysis-based approaches

In the data analysis-based approaches, process operational data covering various nor-
mal and abnormal operations are used to extract diagnostic knowledge. Two main
methods can be distinguished: neural network-based and multivariate statistical data
analysis-based fault diagnosis. In the neural network-based fault diagnosis, the only
knowledge required is the training data which contain faults and their symptoms
(Karpenko et al., 2003). The fault symptoms are in the form of variations in process
measurements. Through training, the relationships between faults and their symp-
toms can be discovered and stored as network weights. The trained network can be
then used to diagnose faults in such a way that it can associate the observed abnor-
mal conditions with their corresponding faults. In fact, this group of approaches uses
neural networks as pattern classifiers (Fig. 8.6).
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In multivariate statistical data analysis techniques, fault signatures are extracted
from process operational data through some multivariate statistical methods like Prin-
cipal Component Analysis (PCA), projection to the latent structure or non-linear
PCA. Tt should be mentioned that statistical data analysis such as PCA can be carried
out by means of neural network training, e.g., Generalized Hebbian Algorithm (GHA)
or Adaptive Principal components EXtraction (APEX) algorithms which utilise a sin-
gle perceptron network or its modifications (Haykin, 1999).

8.4. Applications

The main objective of this section is to presents two applications of the approaches
described in the preceding sections. In particular, the first example is devoted to neural
network-based modelling of a DC motor. The second example concerns robust fault
diagnosis of an induction motor with the extended unknown input observer described
in Section 8.2.2.

8.4.1. Neural network-based modelling of a DC motor

The mathematical model of a separately excited DC motor is composed of two differ-
ential equations. The electrical part of the DC motor equations is described by

di, (1)
d¢
where u,(t) is the motor armature voltage, i,(¢) denotes the armature current, R,
stands for the armature coil resistance, L, is the armature coil inductance, and e, (t)
is the counter-electromotive force. The mechanical part of the DC motor equations

has the following form:

dw(t)

dt
where J,,, is the motor moment of inertia, w(t) denotes the angular velocity of the
motor, T,,(t) stands for the motor torque, B,, is the viscous friction coefficient, T7,(t) is
the load torque, Ty (w(t)) is the breakaway friction torque. The counter-electromotive
force eq(t) is proportional to the angular velocity of the motor w(t):

ea(t) = Kew(t), (8.49)

Ua(t) = Raia(t) + Lg + eq(t), (8.47)

Tom = T (t) — Brw(t) — Tr(t) — Ty (w(?)), (8.48)

where K. is the motor voltage constant. The motor torque T;,(t) is proportional to
the armature current i,(t):
T (t) = Kinia(t), (8.50)

where K, is the motor torque constant.
Applying block diagram transformation rules, the model can be transformed into
a more convenient form shown in Fig. 8.7, where
1
(Los + Ra)(Jms + Bm) + K’

_ Ly.s+ R,
==z

Gi(s) = (8.51)

Ga(s) (8.52)
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The friction torque can be considered as a function of angular velocity and it is

u,(t)

Fig. 8.7. Transformed block diagram of the DC motor

assumed to be the sum of Stribeck, Coulomb, and viscous components (Armstrong and
de Wit, 1995). While the viscous friction torque opposes motion and is proportional to
the angular velocity, the Coulomb friction torque is constant at any angular velocity.
The Stribeck friction is a non-linear component occurring at low angular velocities.
The sum of non-linear components of the friction, i.e., the Coulomb and Stribeck
frictions, is called the breakaway friction. The rotational friction is a complex physical
phenomenon and no exact theoretical model exists, thus numerous models of the
friction torque are used in practice, e.g., (Kara and Eker, 2004a; 2004b):

T¢(w) = ap + asgn(w), (8.53)
Tt(w) = ag + (a1 + aze™ 3l sgn(w), (8.54)
Tt(w) = (o1 + aze™3“)sgnl(w) + (au + ase ) sgn2(w), (8.55)

1 for w>0,

sgn(w) = 0 for w=0,

-1 for w<0,

1 (w) 1 for w>=0, 2(w) 0 for w>1,
sgnil(w) = son2(w) =
s 0 for w<0, 8 -1 for w<O.

To built a discrete-time neural network model of the DC motor, the structure
shown in Fig. 8.7 can be simplified further assuming that Ga(s) = Rg/Kp,. Such
a simplification is fully justified taking into account low frequency characteristics of
the typical excitation u,(t). This leads to a block-oriented neural network model of the
DC motor that comprises a linear dynamic part, represented by a single linear node
with two tap delay lines, and a non-linear static element, represented by a multi-layer
perceptron, in the feedback path (Fig. 8.8). The linear dynamic part of the model is
described by the following linear difference equation:

@(n) = — Z am(n—m)+ Y bnu(n —m), (8.56)
u(n) = uq(n) — g(n), (8.57)

where a1, ..., an,, b,..., l;nb are the parameters of the linear dynamical model.
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Fig. 8.8. Neural network model of the DC motor

Assuming that the multi-layer perceptron contains one hidden layer consisting of
M non-linear nodes, its output §(n) can be expressed as

M
N 2 2
§n) = Do wi (s () + iy, (8.58)
j=1
1) - 1
zj(n) = w§1)w(n) + w;o), (8.59)
where ¢(-) is the activation function, wﬁ), . ,wg\}[)l, w%), . ,w%})o, wﬁ), . ,wﬁ},

w%) are the parameters (weights and biases) of the non-linear element model (Janczak,

2005).

A separately excited DC motor of rated voltage 24 V, rated current 2 A, rated
speed 3000 rpm, and rated power 30 W, connected with a stiff shaft with an identical
DC machine in the generator mode was used in the example. The learning set and the
testing set consisted of 8000 and 4000 input-output pairs, respectively, acquired at the
sampling interval of 0.05 s. The neural network model of the non-linear static element
was composed of a single hidden layer containing 10 nodes of the hyperbolic tangent
activation function. To train the neural network model, the Recursive Prediction Error
(RPE) method (Janczak, 2005) was employed and 10 learning cycles were performed.
To calculate the gradient of the model output, the sensitivity method was applied. In
this method, partial derivatives of the model output with respect to its parameters
are obtained by simulation of a set of linear difference equations (Janczak, 2003a;
2003b). The following control input was used in the experiment:

uq(n) = sat(u(n)),
u(n) = 16sin(270.03n + 7/3) + 16 sin(270.11n — 7/7)r 4+ 16 sin(270.17n)

) ou(n), u(n) <24,
sat(u(n)) = { 0, u(n)>24.
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Fig. 8.9. Non-linear element characteristic
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Fig. 8.10. Non-linear characteristic of the model
The non-linear element characteristic and the non-linear characteristic of the overall

model are shown in Figs 8.9 and 8.10. The following evaluation of the transfer function
G1(q') was obtained:

i) — 0.0666¢~ + 0.0042¢~2
W = 1139621 + 0.4304¢ -2

To verify the modelling accuracy of the block-oriented model, two other models,
i.e., alinear Output Error (OE) model and a Non-linear Neural Network Output Error
(NNOE) model were identified using the RPE method and the Levenberg-Marquardt
method, respectively. Both the OE model and the NNOE model were of the second
order and the NNOE model contained one hidden layer composed of ten hyperbolic
tangent nodes. The values of the mean square of the prediction error for both the
training set and the learning set, given in Tab. 8.1, reveal the highest modeling ac-
curacy of the NNOE model. The values of the mean square of the prediction error
for the block-oriented model are only a little higher. Both the NNOE model and the
block-oriented model are much more accurate than the OE model.
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Table 8.1. Comparison of modelling accuracy. Mean-square of the prediction error

Data OE NNOE Block-oriented model
Training set  1.82 x 1072 5.33 x 1075 6.68 x 107°
Testing set  2.03 x 1072 6.57 x 107° 7.66 x 1075

Architecture optimisation is one way to improve the quality of neural network
models. It is a very important issue in neural network modeling as usually there is
a large amount of redundant information contained in the weights of a fully connected
neural network. A reduction in the amount of weights not only can markedly improve
the generalisation properties but also makes the learning easier (Gupta et al., 2003).
It is usually performed by removing some insignificant weights from the network so
as to retain the functional capability needed to model the system. Note that, for both
the NNOE and block-oriented neural network models, the modeling results given in
Tab. 8.1 have been obtained without any architecture optimisation. Building a block-
oriented neural network model, which corresponds exactly to the structure shown in
Fig. 8.7, is another perspective way to increase the model quality. Nevertheless, due
to the appearance of the other linear dynamic block, such an approach will entail
more complicated rules for gradient calculation even if G3(s) is assumed to be known.

8.4.2. Observer-based fault detection of an induction motor

The purpose of this section is to show the reliability and effectiveness of the EUIO
presented in Section 8.2.2. The numerical example considered here is a fifth-order two-
phase non-linear model of an induction motor, which has already been the subject
of a large number of various control design applications (see (Boutayeb and Aubry,
1999) and the references therein). The complete discrete-time model in a stator-fixed
(a,b) reference frame is

K 1
T1k+1 = T1k + 0| =21k + 23k + KpTseZak + uik |, (8.60)
T, oL
K 1
Topt1 = Tok +h | —vxor — Kpxspzap + —~Tak + ugk | (8.61)
T, oL,
M 1
T3 k1 = T3k + I | 5 T1k — T3k — PT5KTak | (8.62)
T, T,
M 1
To k1 = Tak +h T T2k + pr5ET3K — T Tak | (8.63)
M T
T5k41 = Tsp +h <§Lr (T3k@ok — TapTik) — 7L> ) (8.64)

Y1,k4+1 = T1k+15 Y2,k+1 = T2 k41, (8~65)
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where T = [T1 4, .-, Tn k)T = [isaks Gsbk, Yrak, Yrbk, wi]T represents the currents, the
rotor fluxes, and the angular speed, respectively, while uy = [Usak, usbk]” is the stator
voltage control vector, p is the number of the pairs of poles, and 77, is the load torque.
The rotor time constant T, and the remaining parameters are defined as

L, M? M R, R, M?
TT‘ = — = 1 "Y = 5
oLy  oLsL?

re ‘'L e (8.66)

where Ry, R, and Lg, L, are stator and rotor per phase resistances and inductances,
respectively, and J is the rotor moment inertia.
The numerical values of the above parameters are as follows: R; = 0.18 Q, R, =

0.15 Q, M = 0.068 H, L, = 0.0699 H, L,. = 0.0699 H, J = 0.0586 kgm?, T, = 10 Nm,
p=1,and h = 0.1 ms. The input signals are
u1,k = 350 c0s(0.03k), ua k= 300sin(0.03%). (8.67)

The initial conditions for the system and the observer are xpy = 0 and & =
[200, 200, 50, 50,3OO}T7 and Py = 10°1,

Qi1 = 10! e, I+ 0.0011,
Ry, =0.011. (8.68)
Let us assume that the unknown input distribution matrix is
E=1[12,02, 24, 1, —1.6]7, (8.69)
and the corresponding unknown input is simulated by
di, = 3.0sin(0.57k) cos(0.037k). (8.70)

Thus, the system (8.16)—(8.17) is described using (8.60)—(8.65) and (8.69).
The following fault scenarios were considered:

Case 1: Abrupt fault of the y; j sensor:

0, 500 < k < 140,
fie= ] (8.71)
—0.1y; %, otherwise,
and fgvk =0.
Case 2: Abrupt fault of the u; ; actuator:
0, 500 < k < 140,
for = ) (8.72)
—0.2u; i, otherwise,

and f; 5, =0.
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Thus, the system is now described by
Tp1 =g (zr) + h(ug) + Exdy + L1 fr,
Yr+1 = Crr1Tpt1 + Lo g1 frt1,

with (8.60)-(8.65), (8.69), fr = [f1.k, f2.x]7, and

(8.73)
(8.74)

(8.75)

From Figs. 8.11 and 8.12, it can be observed that the residual signal is sensitive to

the faults under consideration, which confirms its reliability and abilities of unknown
input decoupling. This, together with unknown input decoupling, implies that the
process of fault detection becomes a relatively easy task.
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Fig. 8.11. Residuals for a sensor fault
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Fig. 8.12. Residuals for an actuator fault
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8.5. Conclusions

From the point of view of engineering, it is clear that providing fast and reliable
fault detection and isolation is an integral part of control design, particularly as far
as the control of complex industrial systems is considered. Unfortunately, most of
such systems exhibit non-linear behaviour, which makes it impossible to use the well-
developed techniques for linear systems. If it is assumed that the system is linear,
which is not true in general, and even if robust techniques for linear systems are
used (e.g., unknown input observers), it is clear that such an approximation may lead
to unreliable fault detection and, consequently, an early indication of faults which
are developing is rather impossible. Such a situation increases the probability of the
occurrence of faults, which can be extremely serious in terms of economic losses,
environmental impact, or even human mortality. Indeed, robust techniques are able
to tolerate a certain degree of model uncertainty. In other words, they are not robust
to everything, i.e., are robust to an arbitrary degree of model uncertainty. This real
world development pressure creates the need for new techniques which are able to
tackle fault diagnosis of non-linear systems. In spite of the fact that the problem has
been attacked from various angles by many authors and a number of relevant results
have already been reported in the literature, there is no general framework which can
be simply and conveniently applied to maintain fault diagnosis for non-linear systems.

Taking into account the above discussion, the main objective was to present se-
lected solutions to this challenging problem. In particular, recent advances in robust
observer- and neural network-based fault diagnosis were presented and carefully dis-
cussed. It is also worth noting that the selected techniques were illustrated with
practical applications regarding modelling and fault diagnosis of non-linear systems.
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Chapter 9

SOLVING OPTIMIZATION TASKS
IN THE CONSTRUCTION
OF DIAGNOSTIC SYSTEMS

Andrzej OBUCHOWICZ*, Andrzej PIECZYNSKI*
Marek KOWAL*, Przemystaw PRETKI*

9.1. Introduction

The core of the Fault Detection and Isolation (FDI) system is the so-called model-
based approach. In the general case, this concept can be implemented using various
kinds of models: analytical, knowledge-based and data-based ones (Kdppen-Seliger
and Frank, 1999), which are used to model a diagnosed system working in normal-
operation or faulty conditions. Conventional model-based fault detection techniques
make use of analytical or quantitative models (Patton, 1993), mostly in the framework
of observers or Kalman filters (Chen and Patton, 1999). The dynamic behaviour of
the system is described by differential equations or transfer functions together with
the respective parameter values. Unfortunately, the analytical model-based approach
is usually restricted to simpler systems described by linear models. When there are
no mathematical models of the diagnosed system or the complexity of the dynamic
model increases and the task of modeling is hard, an analytical model cannot be
applied in the fault diagnosis system nor give satisfactory results. Currently many
efforts are made to use knowledge-based or qualitative or data-based models. They
represent system behaviour in terms of heuristic or qualitative knowledge (Frank,
1990). The relationship between inputs and outputs may be described by a rule base
(Amann and Frank, 1997) or by a set of parameters that have to be determined
during an identification stage based on the learning data set. In this case data-based
models, such as neural networks (Korbicz et al., 1998; Patan et al., 1999), fuzzy sets
(Frank and Koppen-Seliger, 1997; Kiupel and Frank, 1993; Pieczynski, 2003), the
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genetic approach (Chen and Patton, 1999; Obuchowicz, 2003; Witczak et al., 1999)
or their combination (Koppen-Seliger and Frank, 1999; Korbicz et al., 1999), can be
considered.

Although there are many techniques for constructing nonanalytical models, in one
way or another, they finally boil down to several global optimization problems, like
searching for an optimal model structure, the allocation of model parameters etc.
They are nonlinear, multi-modal, usually multi-objective, so that conventional “local”
optimization methods are insufficient to solve them. In recent years, direct search
techniques, which are problem-independent, have been widely used in optimization.
Uunlike calculus-based methods (gradient descent, etc.), direct search algorithms do
not require the use of derivatives. Gradient-descent methods work well when the
objective surface is relatively smooth, with few local minima. However, real-world
data are often multimodal and contaminated by noise which can further distort the
objective surface.

Evolutionary Algorithms (EAs) seem to be particularly attractive direct search
methods. EAs are a broad class of stochastic optimization algorithms inspired by
some biological processes which allow populations of organisms to adapt to their sur-
rounding environment (Béck et al., 1997; Goldberg, 1989; Michalewicz, 1996; Obucho-
wicz, 2003). All natural species survive by adapting themselves to the environment.
EA search combines the Darwinian survival of the fittest strategy to eliminate un-
fit characteristics and uses a random information exchange and mutation, with the
exploitation of the knowledge contained in previous populations, to effect the search
mechanism with surprising power and speed.

9.2. Optimization tasks in FDI system design

There is rich literature of the soft computing methods approach to FDI systems design.
The obtained solutions (Korbicz et al., 1998; Obuchowicz, 1999b; 2003; Obuchowicz
and Korbicz, 2002; Witczak et al., 1999; 2002) (Fig. 9.1) show high efficiency of
diagnosis systems whose design had been aided by soft computing methods.

Among artificial intelligence methods applied to design fault diagnosis systems,
Artificial Neural Networks (ANNs) are very popular, and they are used for building

.../ . Genetic
: i classifier

Classifier i f(k)

Neural 1T pesidual generation _____ |

model ' Teromtedad Rule base

3 Neuro-fuzzy model " lbese | i/ design via EA

(" Optimal training set for NN
NN and NF fraining Genetically

NN and NF structure allocation funed fuzzy
\_Parametric uncertainty of models systems

GP approaches
to robust
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. . 1
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L

Fig. 9.1. Selected optimization tasks in the FDI system design
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neural models as well as neural classifiers (Frank and Koppen-Seliger, 1997; Képpen-
Seliger and Frank, 1999; Korbicz et al., 1998). But the construction of the neural model
corresponds to two basic optimization problems: the optimization of a neural network
architecture and its training process, i.e., searching for the optimal set of network free
parameters. Evolutionary algorithms are a very useful tool to solve both problems,
especially in the case of dynamic neural networks (Korbicz et al., 1998; Obuchowicz,
1999b; 2000; 2003).

One of the main areas in the process diagnostic field is research concerning an ef-
fective use of neuro-fuzzy models (Chen and Patton, 1999; Korbicz et al., 2004). The
intensive development of design algorithms and learning methods results in many ap-
plications of Neuro-Fuzzy (N-F) networks in different areas of fault diagnosis (Calado
et al., 2003; Kowal, 2001; 2005; Kowal and Korbicz, 2002a; 2002b; 2003; Mendes et
al., 2002). The attractiveness of neuro-fuzzy methods arises from the fact that they
can be employed when there are no phenomenological models available. Since neuro-
fuzzy networks constitute an extension of classical neural networks, many algorithms
invented for neural networks, e.g., training algorithms can be adapted to neuro-fuzzy
networks. The basic structure of a fuzzy system consists of three blocks: the block
of fuzzification, the block of inference with the base of knowledge, and the block of
defuzzification (Piegat, 2003). On the basis of the structure of neuro-fuzzy networks,
it is possible to qualify the form and methods of optimization of the network. From
this point of view, the number of partitions is optimized through an examination
(Pieczynski, 2003). The shape of the fuzzy set membership curve has major meaning
as well. To solve this task, two methods can be applied. The first one is based on the
list of standard curves which are defined in literature (Piegat, 2003). The second way
uses the general Gauss function (Pieczyinski and Obuchowicz, 2004).

The efficiency of fault detection systems in the case of multi-dimensional symptom
vectors may be improved by pre-processing which leads to the partitioning of the
symptom domain into subdomains (clusters). Among many well-known preprocessing
methods, EAs characterize high clustering performance. Let us concentrate on multi-
dimensional real data that form a set of the so-called training pairs:

To={ps= (2% y") eR|q=1,...,p}. (9.1)

The goal is to perform an evolutionary cluster analysis of data in 7; to get at the
end a partitioning of 7;. The number of clusters is not known in advance. To evaluate
each off-spring cluster in the population, different local fitness functions may be used.
They could be the maximal distance of the training pair of the cluster from the cluster
centroid, or a mean variation of all training pairs in the cluster. Based on the local
fitness function of the cluster, one can build a global fitness function (Kosinski et al.,
1998).

A fuzzy inference system is often used as a universal approximator for problems
of multi-dimensional data or as a controller for some industrial applications (Képpen-
Seliger and Frank, 1999). The fuzzy modelling approach consists of two kinds of
problems, i.e., configuring fuzzy rules and optimizing the shapes of membership func-
tions, which are considered to be combinatorial and numerical optimization problems,
respectively. The EA is able to be applied to both of these problems. In many research
works, however, the EA is applied only to optimize the configuration of fuzzy rules,
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while another optimization algorithm, such as the steepest descent method, is applied
to optimize the shapes of membership functions.

The application of artificial intelligence techniques leads to the concept of the
fault diagnosis expert system where analytical and heuristic information as well as
knowledge processing are combined (Frank and Koppen-Seliger, 1997). The expert
system for fault diagnosis consists of a knowledge base which usually includes a rule
base. The construction of the rule base is the main problem for knowledge engineers,
as it has to implement, usually out of order, incomplete and heuristic knowledge
of a human expert. In this case fuzzy techniques seem to be an effective tool to
build the knowledge base. Unfortunately, there are many fault diagnosis problems for
which the human expert knowledge is insufficient and automatic optimal selection
of the rule base is needed. Because of the exponential complexity of the problem
of optimal searching there are no possibilities of using a total review method. In
this case, techniques of Genetic Algorithms (GAs) and Genetic Programming (GP)
(Koza, 1992) may become very effective tools, assuming that decision rules are a set
of complexes (Skowroriski, 1998). Each complex is a conjunction of selectors and each
selector is a disjunction of discrete attribute values. In this case, the population of
individuals is built of vectors of selectors. The GA composes the rule base from the
sets of attributes and their values. In order to use GP to create the rule base, two sets
have to be defined. The first one, the terminal set, contains all possible premises and
conclusions, while the second one contains logic operators. Each rule is represented
by a structured tree, and GP is used to find the best sets of rules. Contrary to the
GA-based approach, where only simple rules (triples) are considered, the GP-based
approach makes it possible to use arbitrary complex rules (Koza, 1992).

If physical models are used, the identification problem reduces to the estimation
of some parameters. This estimation does not seem to be a difficult problem be-
cause these parameters have usually physical interpretations. GP approaches to the
modeling of dynamic nonlinear systems include the choice of the gain matrix of the
robust nonlinear observer (Witczak et al., 1999), searching for the MIMO NARX
model (Multi Input Multi Output Nonlinear AutoRegresive with eXogenous variable)
(Witczak and Korbicz, 2000), the selection of the state space representation of the
system (Witczak et al., 2002), or via Extended Unknown Input Observer (EUIO)
design (Witczak et al., 2002) (Fig. 9.2).

u(k) System y(k)

1/0 model || Robust nonlinear
via GP g o ) observer via GP
Residual Generator |«
State space —v v—
representation ... l e GP a h
pproach to
of system (k) EUIO design
via GP

Fig. 9.2. GP implementation considered in this chapter
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9.3. Genetic programming approaches to symptom extraction
systems

9.3.1. Input/output representation of the system via GP

Knowing that the diagnosed system exhibits nonlinear characteristics, a choice of
the nonlinear model set must be made. In this section, an NARX (Nonlinear Au-
toRegresive with eXogenous variable) was selected as the foundation for identification
methodology. The MIMO NARX model has the following form:

yi,k = gi(ylvk_]~7 e 7y17k_n1,y? ety yM,k—lﬂ ety ym,k—nm,ya
ul,kflv e 7u1,k:77l1,u7 ) u’r,kflv e 7u’l‘,k:7nr,u7pi)7 (92)
1=1,...,m.

Thus the system output is given by
Ye = Yk + €, (9.3)

where ), consists of a structural deterministic error, caused by the model-reality
mismatch, and the measurement noise vi. The problem is to determine an unknown
function g(-) = (¢1,..-9m) and to estimate the corresponding parameters vector
P=(P1,-- s Pm)-

One possible solution to this problem is the genetic programming approach. A
tree is the main ingredient underlying the GP algorithm. In order to adapt GP to
system identification it is necessary to represent the model (9.2) as a tree, or a set
of trees. Indeed, as is shown in Fig. 9.3, the MISO NARX model can be easily put
in the form of a tree, and hence to build the MIMO model (9.2) it is necessary to
use m trees. In such a tree (see Fig. 9.3), two sets can be distinguished, namely, the
terminal 7" and function F sets. The language of the trees in GP is formed by the

Fig. 9.3. Exemplary GP tree representing the model §x = §r—1Ur—1 + Jr—2/Ur—2

user-defined function F' set and the terminal 7" set, which form the nodes of the trees.
The functions should be chosen so that they are a priori useful in solving the problem,
i.e., any knowledge concerning the system under consideration should be included in
the function set. This function set is very important and should be universal enough
to be capable of representing a wide range of nonlinear systems. The terminals are
usually variables or constants. In (Esparcia-Alcazar, 1998), a tree representation is
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Fig. 9.4. System (solid line) and model (dashed line) output for the
identification (left) and validation (right) data sets

extended by the so-called node gains. A node gain is a numerical parameter associated
with the node, which multiplies its output value.

One of the best known criteria which can be employed to select the model structure
and to estimate its parameters is the Akaike Information Criterion (AIC) (Walter and
Pronzato, 1997), where the following quality index is minimized:

1. i 1 . i
Jarc(M;) = 5 (Mz(p )) + - dim p°, (9.4)
where
§(M;(p")) = Indet Z erer, (9.5)
k=1

and p' = argminy: j(M;(p’)) are the obtained using the identification data set of
np pairs of input/output measurements. The GP algorithm was successfully applied
to identify the input-output model of the evaporation station at the Lublin Sugar
Factor S.A. (Poland) (DAMADICS, 2002). Figure 9.4 illustrates the obtained results
(Witczak et al., 2002).

9.3.2. Choice of the gain matrix for the robust nonlinear observer

The solution of the diagnosed object modeling presented in the previous subsection
possesses a disadvantage. Usually, the parameters of the obtained GP model have
no physical interpretations. In this subsection a nonlinear state observer designing
methodology based on the classical approach and a GP technique and proposed by
Witczak and co-workers (1999) is presented.

Consider the nonlinear discrete system

Tpr1 = f(xr, up, we),

yr = h(zk, vi), (9.6)
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where wj is the input, yi is the output, xy is the state, wy and vy represent the
process and measurement noise, and h(-), f(-) are nonlinear functions.

The problem is to estimate the state xj, of the system (9.6), where a set of measured
inputs and outputs and the model of the system are given. The classical methods using
different kinds of approximation are often applied (Korbicz and Bidyuk, 1993), and
can be given as follows:

T = (i]; + KkE];, (97)
€, = Y — h(Zy , vi),

where €, denotes the a priori output error, £, is an a priori state estimate, &, is a
state estimate and Kj is the gain matrix.

The gain matrix K}, of the observer (9.7) can be searched for by various methods
(e.g., the Kalman filter, the Luenberger observer, etc.) which, in a large majority,
consist of constant elements and are not robust to model uncertainties. In (Witczak
et al., 1999), the gain matrix is composed of certain functions, i.e., each entry of the
gain matrix is a function which depends on the a priori output error and the system
input. Therefore, it can be written as follows:

T =, + K ,up)e, - (9.8)

Thus the main goal is to obtain an appropriate form of K (e, ,u)) based on a set of
measured outputs and inputs and the mathematical model of the system. Even if the
mathematical model is uncertain and /or the initial state is far from its expected value,
it seems possible to obtain K (e, , ux) to ensure the best fitness to the real system. For
that purpose, a GP technique is exploited, where the gain matrix is obtained off-line
from a randomly created population by means of an evolutionary process.

9.3.3. GP approach to the state-space representation of the system

Let us consider the following class of nonlinear discrete-time systems:

Tit1 = g(xp, up) + wy,

(9.9)
Yet1 = Cxpy1 + vi.
Assume that the function g(-) has the form
g(xp, up) = A(zg)xi, + h(ug). (9.10)
Thus, the state-space model of the system (9.9) can be expressed as
Tip+1 = A(zg)xy + h(uyg), 0.11)

Yr+1 = CZpqq.
Without loss of generality, it is possible to assume that

A(zy) = diag(a; (@) |i=1,2,...,n). (9.12)
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Fig. 9.5. System (solid line) and model (dashed line) output for the
identification (left) and validation (right) data sets

The problem reduces to identifying the nonlinear functions a;;(Zx), hi(ur) (¢ =
1,...,n), and the matrix C. Assuming max;—1,.. , |a;:(Zx)] < 1, it can be shown
(Witczak et al., 2002) that the model (9.11) is globally asymptotically stable. This
implies that a; ;(2x) should have the following structure:

a;,;(&x) = tanh (szz(ik)), i=1,...,n, (9.13)

where tanh(-) is a hyperbolic tangent function, and s; ;(€x) is a function to be deter-
mined.

In order to identify s; (&), hi(ur) (i = 1,...,n) and the matrix C, the GP
algorithm is applied. The fitness function is defined by (9.4).

The GP algorithm was successfully applied to build a model of the apparatus at
the Lublin Sugar Factor S.A. (Poland) (DAMADICS, 2002). Figure 9.5 illustrates
obtained results (Witczak et al., 2002).

9.3.4. GP approach to EUIO design

Regardless of the identification method used, there is always the problem of model
uncertainty, i.e., the model-reality mismatch. To overcome this problem, many ap-
proaches have been proposed (Chen and Patton, 1999; Patton et al., 2000). Undoubt-
edly, the most common approach is to use robust observers, such as the Unknown
Input Observer (UIO) (Chen and Patton, 1999; Patton and Chen, 1997; Patton et al.,
2000), which can tolerate a certain degree of model uncertainties, and hence increase
the reliability of fault diagnosis. Unfortunately, the design procedure of Nonlinear Un-
known Input Observers (NUIOs) (Patton et al., 2000) is usually very complex, even
for simple laboratory systems (Zolghardi et al., 1996).

Witczak and co-workers (2002) proposed a modified version of the well-known
UIO, which can be applied to linear stochastic systems to form a nonlinear determin-
istic observer, the so-called extended unknown input observer. Moreover, it is shown
that the convergence of the proposed observer is ensured under certain conditions and
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the convergence rate can be dramatically increased, when compared to the classical
approach, by the application of the genetic programming technique.

Let us consider the class of nonlinear systems which can be modeled by the fol-
lowing equations:

Trt1 = g(xr) + h(ug) + L1 i fr + Erdy, (0.14)

Yrt1 = Crr1®r1 + Lo g1 frya,

where g(xx) is assumed to be continuously differentiable with respect to xj. This
leads to the following structure of the EUIO:

Zir1/k = 9(@k) + h(uk), (9.15)

Ti+1 = Tryr/k + Hip€rpe + K p16k-

Employing the Lyapunov approach to convergence analysis of the EUIO it can be
proved that the domain of attraction significantly depends on the covariance matrices
Qr—1 and Ry of the process wy and measurement vy noise, respectively. Unfortu-
nately, an analytical derivation of the Qx_1 and Ry matrices seems to be an extremely
difficult problem. However, it is possible to set the above matrices as Qr—1 = (11,
Ry, = (oI, with 31 and f5 large enough. On the other hand, it is well-known that the
convergence rate of such an EKF-like approach can be increased by an appropriate
selection of the covariance matrices Qr—1 and Ry, i.e., the more accurate (near "true®
values) the covariance matrices, the better the convergence rate. This means that in
the deterministic case (wy = 0 and v; = 0) both matrices should be zero. Unfortu-
nately, such an approach usually leads to the divergence of the observer as well as
to other computational problems. To tackle this problem, a compromise between the
convergence and the convergence rate should by established. This can be easily done
by setting the instrumental matrices as

Qi1 = Pief_1er I+ 611,
Ry, = Boeler I + 051, (9.16)

with (1, (2 large enough, and d;, 62 small enough. Although this approach is very
simple, it is possible to increase the convergence rate further. Indeed, the instrumental
matrices can be set as follows:

Qi1 = ¢*(ex-1)1, (9.17)
Ry = 7‘2(Ek)I, (9.18)

where g(ex—1) and r(ey) are nonlinear functions of the output error ej, (the squares are
used to ensure the positive definiteness of Q;_1 and Ry). Thus, the problem reduces to
identifying the above functions. To tackle this problem, genetic programming can be
employed. The unknown functions g(ex—_1) and r(ex) can be expressed as a tree. Thus,
in the case of ¢(-) and r(-), the terminal sets are T = {e_1} and T = {e}}, respec-
tively. In both cases, the function set can be defined as F = {+,, /,&1(-),..., & ()},
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where £ (+) is a nonlinear univariate function and, consequently the number of popu-
lations is n, = 2. Since the terminal and function sets are given, the GP approach can
be easily adapted for the identification purpose of ¢(-) and r(-). First, let us define
the performance index including a necessary ingredient of the Qx_1 and Ry selection
process.

Since the instrumental matrices should be chosen in order to maximize the con-
vergence rate, we have

(Qk—1, Rr) = arg  max )jost (q(sk,1), r(sk)). (9.19)

q(ex—1),7(ek

On the other hand, owing to FDI requirements, it is clear that the output error
should be closed to zero in the fault free mode. In this case, one can define another
performance index:

(Qi—1,Rip) =arg  min  jobs2(q(en—1),7(ex)), (9.20)
q(er—1),r(ex)
where .
Jobs.2(q(er—1),r(er)) = Z et ek (9.21)
k=0

Therefore, in order to couple (9.19) and (9.20), the following identification criterion
is employed:
. Jobs,1(q(ek—1),7(€k))
Qi_1,Ry) = arg min —
( Re) a(ek-1),m(ex) Jobs,2(q(€k—1),7(€k))
Since the identification criterion is established, it is straightforward to use the GP
algorithm. The numerical example considered here is a fifth-order two-phase nonlinear
model of an induction motor. Moreover, the following three cases concerning the
selection of Qi_1 and Ry were considered:

(9.22)

Case 1: Classical approach (constant values), i.e., Qz—1 = 0.1, R = 0.1.

Case 2: Selection supported by an analytical consideration:

Qi1 = 10%] e, 1 1+0.011, Ry =10ele,I+0.01L (9.23)

Case 3: GP-based approach.

In order to obtain the matrices Qr—_1 and Ry, using the GP-based approach (Case 3),
a set of ny = 300 input-output measurements was generated. The simulation results
(for all the cases) are shown in Fig. 9.6 (Witczak et al., 2002). It can be seen, that the
proposed approach is superior to the classical technique of selecting the instrumental
matrices Qx—1 and Ry.

9.4. Optimization tasks in neural models design

Artificial neural networks are one of the most frequently used techniques in design-
ing diagnosis systems. They are effective when there is no analytical model of the
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Fig. 9.6. State estimation error norm |lex||2 for Case 1 (dash-dotted line),
Case 2 (dotted line) and Case 3 (solid line)

diagnosed system. There are many techniques for constructing static neural models
for nonlinear systems (Duch et al., 2000; Korbicz et al., 1994), but their application
to dynamic systems modeling requires solving additional problems. Dynamic neural
networks are a suitable solution. They can be constructed using feedforward, multilay-
ered networks with additional global (between layers) or local (in the neuron model)
feedback connections (Patan and Korbicz, 2000).

Let us assume that y(k) of the form

y(k) = f(u(k),u(k —1),...,uk —n),y(k —1),...,y(k —n)) (9.24)

is a response of a dynamic nonlinear system f(-) to an input signal w(k), and k € K
is the discrete time. Let © = {u : K — R"} be the family of all possible maps
(infinitely many) from the discrete time domain K to the input signals space R™.
Our goal is to construct a neural model (with the architecture A and the set of free
parameters v) in the form

yA,v(k) = fA,'u (U(k)vu(k - 1)7 teey u(k - nA)vyA,v(k)vyA,v(k - 1)7
o yaw(k—nly)). (9.25)

On the basis of the system description (9.24), the problem of designing
the neural model is connected with the minimization of some cost function
SUPy (kyeq JT (yaw(k),y(k) | k € K). Thus, the following pair is searched for:

(A°Pt 4°Pt) = arg min ( sup Jr(yaw(k), y(k) | k€ K)). (9.26)
u(k)eQ

Practically, the solution (A°Pt, v°Pt) of the problem (9.26) cannot be achieved because
of the infinite cardinality of the set 2. In order to obtain an estimation (A4*,v*) of
the solution, two finite subsets Qr,Qr C Q : Qr N Q7 = @ are selected. The set



216 A. Obuchowicz et al.

of training signals €1p is used to calculate the best vector v* for a given model
architecture A:

v* = arg min ( sup  Jp (yaw(k), y(k) | k€ K)), (9.27)
vEV \u(k)eqy,

where V is a space of network parameters. Generally, the cost functions for the learn-
ing process Ji (ya,0(k),y(k) | k € K) and the testing process Jr(ya(k), y(k) | k €
K ) can have different definitions. The set of testing signals Qr is used to select a
network architecture from all possible architectures 4 = {A}, in order to minimize
the following criterion:

A* = arg min (u(zw;leQT Jr(yaw- (k) y(k) | k € K)) (9.28)

Of course, the solution of both problems (9.27) and (9.28) does not have to be unam-
biguous. If there are several network architectures which satisfy the assigned criterion,
then the model with the minimal number of free parameters is chosen as the solution.

Searching for solutions of the tasks (9.27) and (9.28) is not trivial. The network
architecture and the training process strongly influence modeling quality. The main
problem is connected with the relation between the learning and generalization abil-
ities, and the finite cardinality of the set of learning signals. If the architecture is too
simple, then the obtained network input/output mapping may be unsatisfactory. On
the other hand, if the architecture is too complex, then the obtained network mapping
strongly depends on the actual set of training signals.

The application of evolutionary algorithms to the design of neural tools has often
been described in the literature of the last decade (c.f. (Obuchowicz, 2000; Rutkowska,
2000)). Generally, evolutionary algorithms as global optimization methods can be
applied to the following tasks connected with the construction of neural models:

e choosing the set v of free parameters of the network with a given architecture
(the training process);

e searching for an optimal neural model architecture; the process of training the
tested architectures is performed using other known methods, e.g., the back-
propagation algorithm;

e collecting optimal training set for an ANN.

9.4.1. Optimization aspects of collecting the training set for an ANN

During the last several decades many effective algorithms have been proposed to
address the problem of estimating the network parameters 8* on the basis of the so-
called training set (Gupta et al., 2003). However, there is still rather little knowledge
regarding collecting the learning set itself. The question how to choose the learning
examples arises especially in modeling industrial systems, when the process of collect-
ing measurements is very often costly or/and time consuming. Due to the fact that
not every input & € R™ is equally important for the estimation of 8, the problem
boils down to the choice of the points from the input space that provide the greatest
amount of information about the parameters vectors. At this stage, some concepts
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of experimental design theory (Atkinson and Donev, 1992; Uciniski, 2004; Witczak,
2006) have proved to be very useful.

Bearing in mind that the primary purpose of the modeling procedure is to obtain a
neural model which will be able to imitate the output of the true system as precisely as
possible, the so-called G-optimality criterion constitutes the most reasonable choice
(Ucinski, 2004). Namely, the G-optimality criterion minimizes the variance of the
estimated model’s output ®(&) of the following form:

®(¢) = max V P vt (9.29)

where P(£) stands for the Fisher Information Matrix (FIM), which in the case of the
neural network is given by

= ’i,uk [f’f(ggv@) ‘o:é} [5f(;;v‘9) ‘e:ér' (9-30)

The experimental design £ in the above equations stands for a set of training patterns
that can be formally defined as

g:{ L1 L2 ... Tn, }7 (931)
Bp1o p2 .. fHn,

where xys are said to be the support points, and p1,. .., tn,, pr € [0,1] are called
their weights, which satisfy > ;¢ i = 1. The complete algorithm of collecting the
G-optimal learning sequence (Witczak, 2006) for the neural model is not free from a
severe disadvantage. Namely, its effectiveness to a large extent depends on correctness

in choosing the most informative input point @, which can be found by solving the
following optimization problem:

T = argmea%VT P V. (9.32)

The problem (9.32) turns out to be not a trivial one and, due to its multi-modality
(see Fig. 9.7), it involves a global optimization technique.

9.4.2. Evolutionary learning of ANNs

Training processes in most neural network implementations are based on the gradient
descent method. These algorithms belong to the class of local optimization meth-
ods. The advantage of evolutionary training over the back-propagation technique has
been revealed by simulation results presented in many works (cf. (Kwasnicka, 1999)).
There are many programs which use evolutionary methods in the neural network train-
ing process. For example, the FlexTool toolbox is based on genetic algorithms with
binary-coding chromosomes, which contain information about all weights of network
connections. The advantage of the Fvolver program is the floating-point representa-
tion of an individual. This representation is natural for optimization tasks in a real
domain (Rutkowska, 2000).
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Fig. 9.7. (a) — Exemplary variance function for the network with 4 neurons and
(b) — its contour along with evenly distributed support points

It is especially in the case of training dynamic neural networks, for which gradient-
decent-based methods are limited to a narrow class of networks, that evolutionary al-
gorithms are very attractive. One of the most interesting solutions of dynamic system
modeling is the application of a neural network based on dynamic neural models. It is
a multilayered feedforward network of processing units, which contain an additional
module: the Infinite Impulse Response (ITR) filter. This filter is located between the
adder and activation modules. The multilayered architecture of the network allows
us to construct the Extended Dynamic Back-Propagation (EDBP) algorithm (Patan
and Korbicz, 2000) for the training process of both synaptic connection weights and
parameters of IIR filters. The training process of the dynamic neural network seems
to be related to the optimization problem with a very rich topology of the network
square-error function. The EDBP algorithm usually finds an unsatisfactory local opti-
mum. The effectiveness of the multi-start method is very low, too. Patan and Jesionka
(1999) used the genetic algorithm to solve this problem.

The common characteristic of the well-known evolutionary techniques used in
the neural network training process is the off-line mode of their processing, i.e., the
fitness function is calculated using errors for all training patterns. This fact and the
evaluation process of all individuals of the population in each iteration result in a high
numerical complexity of the algorithm. The Evolutionary Search with Soft Selection
and Forced Direction of Mutation (ESSS-FDM) algorithm (Obuchowicz and Patan,
1997) is applied to on-line dynamic neural network training (Obuchowicz, 1999a).

9.4.3. Optimization of the ANN architecture

From among all known EAs, genetic algorithms seem to be the most natural tool for
searching a discrete space of ANN architectures. This fact follows from the classical
structure of a chromosome — a string of elements from a discrete set, e.g., a binary set.

The most popular representation of the ANN architecture is a binary string (Obu-
chowicz and Politowicz, 1997; Obuchowicz,2000). At first, an initial architecture Apax
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must be chosen. This architecture must be sufficient to realize a desired input-output
relation. A, defines the upper limit of the complexity of the searched architectures.
Next, all units of Apax have to be numbered from 1 to N. In this way, the searching
space of ANN architectures is limited to the class of all digraphs of N nodes. Any
architecture A (a graph) of this class is represented by its connection matrix V' of
elements equal to 0 or 1. If V;; = 1, then there exists a sinaptic connection from
the 4-th unit to the j-th one, V;; = 0 otherwise. A chromosome is constructed by
rewriting the matrix V' row by row into a bit string of length N2. Using such a
representation of the ANN architecture, a standard GA algorithm can be used. It is
easy to see that the above representation can describe an ANN of any architecture:
feedforward networks as well as recurrent ones. If the class of the analyzed networks is
limited to Multi Layer Perceptron (MLP), then the matrix V' contains many elements
equal to 0 and cannot be changed during the searching process. Such a limitation
complicates genetic operations and requires a lot of memory space in the computer.
Thus, passing over these elements in the representation is sensible.

Usually, an ANN has from hundreds to thousands synaptic connections in practical
applications, and the binary code representing such an ANN architecture is very
long. As a result, standard genetic operations are not effective. The convergence of
the genetic process deteriorates as the complexity of the ANN architecture increases.
Thus, a simplification of the network architecture representation is needed. One of
the possible solutions is a genetic representation of the ANN architecture in the from
of the connection matrix V. The crossover operator is defined as the exchange of
randomly chosen rows or columns between two matrices. In the case of mutation,
each bit is turned with some (very small) probability.

The above methods of the genetic representation of the ANN architecture are
called direct encoding. This term tells us that each bit represents one synaptic con-
nection in the ANN structure. A disadvantage of these methods is slow convergence
of the genetic process, or the lack of convergence in the limit of very large architec-
tures. Furthermore, if the initial architecture A .y is very complex, then the result of
such a genetic searching process is not as optimal as could be characterized by some
compression level. The measure of the efficiency of the method can be the so-called
compression index of the form

*

Ui

Thmax

K= x 100%, (9.33)
where n* is the number of synaptic connections in the resulting architecture, and
Nmax 18 the maximal number of connections acceptable in a given architecture repre-
sentation.

An alternative class of genetic representations of ANN architectures is indirect
encoding (Obuchowicz, 2000). One of the possible solutions is binary encoding of
the parameters of an MLP architecture (the number of hidden layers, the number of
hidden neurons in each layer, etc.) and the parameters of the BP algorithm used for
training this MLP (the training factor, the momentum factor, the desired accuracy,
the maximal number of iterations, etc.). A discrete finite set of values is defined for
each parameter, and the cardinality of this set depends on the number of bits assigned
to a given parameter. In this case the genetic process searches not only for the optimal
architecture but for the optimal training process, too.
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Another proposition is graph-based encoding. Let the searching space be limited
to architectures which contain at most 2"*! units. Then the connection matrix can be
represented by a tree of h levels, and each node of this tree possesses four successors or
is a leaf. Each leaf is one of the 16 possible matrices (2 x 2) of binary elements. Four
leaves of a given node of the level h — 1 define a (4 x 4) matrix, etc. In this way the
root of the tree represents the whole connection matrix. The crossover and mutation
operators are defined in the same way as in the GP method (Obuchowicz, 2003). The
GP algorithm can also be used to design neural models if the mapping realized by
a single output unit is represented by an analytical formula which is searched for by

GP.

9.5. Parametric uncertainty of neural networks

In order to deliver a complete description of models, especially if a training set is
collected by taking a series of measurements by means of industrial sensors, the de-
scription of parametric uncertainties seems to be indispensable (Witczak, 2003). It is
noticeable that statistical inference about confidence regions and confidence intervals,
mainly due to the nonlinearity of neural networks, is not an easy task. Neverthe-
less, based on the linear approximation (Bates and Watts, 1980; Pretki and Witczak,
2005a), it can be shown that the confidence interval (at, the 100(1 — «) level) for the
predictive output of a neural network can be approximated as follows (Witczak and
Pretki, 2005):

yﬁz,k S Ymig < y%,k (9.34)

where lower and upper adaptive thresholds are given by (Witczak and Pretki, 2005):

yﬁb,k = f("'vkv é) -0 \/ VTP_l(g)V\/ np F(np,ntfnp;a)a (935)
y}q]@,k = f("'vkv é) +0 \/ VTP_l(g)V\/ np F(np,ntfnp;a)a (936)

where F(n, n,—n,;a) denotes the upper a quantile for Fisher’s distribution with n,
and n; — n, degrees of freedom, and ¢ is the standard deviation estimate. The above
approach is often used in many practical applications of nonlinear regression (Chrys-
solouris et al., 1996); nevertheless, one should be cautious about the results obtained
in this way. In fact, when using the linearization method the user must be sure that
a nonlinear model can be accurately approximated by a linear one in certain oper-
ating conditions. This, however, is not necessarily fulfilled, and many examples of
such models can be found in (Bates and Watts, 1980). In order to check whether the
model under consideration can be substituted by a linear one, one can take advantage
of curvature measures of nonlinearity (Bates and Watts, 1980), which allow assessing
the credibility of the confidence intervals.

9.5.1. Adequacy of the linear approximation

The methodology presented in the previous sections is based on the convenient as-
sumption, that a neural network can be accurately approximated by a linear model
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in certain operating conditions. The linear approximation provides inference regions
which are easy to calculate and can be applied to any number of parameters. The
approach is often used in many practical applications of nonlinear regression (Chrys-
solouris et al., 1996). In this section, we introduce a measure which indicates the
adequacy of the linear approximation in some operating conditions. Based on the
curvature measures of nonlinearity (Bates and Watts, 1980), it is possible to assess
the credibility of the confidence intervals (9.35), (9.36). The method, first introduced
by Wattes and Bates (Bates and Watts, 1980), is based on measuring how strongly
a quadratic approximation of the expectation surface is deviated from the linear one
— the so-called tangent plane. Formally, the approach uses the second-order Taylor
expansion of the expectation surface around the current estimate 0:

0(0.€) = 1(0.€) + V(6 ~ 0) + (0~ 6)" A¢(6 — 6), (937

where n(-,€) : P — R™ stands for a mapping from the parameters space to the
response space, Vg € R™*"? is the so-called velocity matriz, which in the case of the
neural model has the following form

Ve — {Bf(ml,g) Of(x2,0) 8f(:1:n,0)}T
ST 1790 T o8 T o8 ’

(9.38)

and Ag € R™*"»*" stands for the so-called accelerator array whose k-th face is of
the form:

{Agh = (%)H. (9.39)

Based on the above structures, it is possible to define the so-called relative curvature
in an arbitrary direction d (Bates and Watts, 1980):

_ [[d" Acd)

. (9.40)
| Ved|?

Multiplying the numerator of (9.40) only by the first n, faces one obtains the value
of the parameter effect, cp. Subsequently, the numerator of (9.40) composed of n, +
1,...,n; faces defines the second measure of nonlinearity — intrinsic curvature, cy. In
order to assess the adequacy of the linear approximation, the following averagedvalues
of the above measures are recommended (Bates and Watts, 1980):

Root-mean-square curvature of the parameter effect:

L(np/2) / lld"{A¢}id] . .
=y Z TVed]? &/ny dS; (9.41)

Root-mean-square of the intrinsic curvature:

D(np/2) / lld"{Ae}idl
s Vede oV 95 (9.42)

k= np+1S .dTd
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where dS stands for an element of the surface area on the unit sphere, and & is the
standard deviation estimate.

When the measures exceed some fixed threshold, ie., ¢ry/x2%,, < 0.3 and

cpy/X2%, o < 0.3, (Xfma — Chi-square distribution quantile at the level «), the user

has to be aware that confidence regions provided by the linear approximation can be
extremely misleading (where 0.3 is an empirical selected threshold (Bates and Watts,
1980)).

In order to show how the above technique can be applied in practice, let us consider
the following regression model:

Y.k = tanh(prug + p2) + €, (9.43)

where €, stands for a sequence of i.i.d. random variables with the normal distribution
N(0,0.05), and p = [p1,p2]T = [-0.9,1.1]T. A careful reader can notice that the
model (9.43) represents a neuron with a hyperbolic tangent activation function — a
unit from which multilayered feedforward neural networks are built. Let us introduce
the experimental condition & = [1.7,0,—0.7]7 for which the vector of the system
outputs (9.43) Y, = [-0.41,0.8,0.98]7 was obtained. Using the standard Levenberg-
Marquard algorithm, a parameter estimate was obtained p = [—0.95,1.16]7 with the
following velocity matrix:

0.0396  0.0233
V:[vl vz]: 0 04523 |,
—0.6460 0.9229

and accelerator vectors

0.2425 —0.3629  0.5088
A:[al az ag}: —0.0258 —0.0098 —0.6727

0.1460  0.0554 —0.0401

The values of the both curvatures 05,1), 051) are presented in Fig. 9.8 (after trans-
formation to the spherical coordinates p; = cos(¢),ps = sin(¢)). For this example,
the averaged measures of the curvatures (9.41),(9.42) are equal to 0.96 and 0.47 re-
spectively. Since both values exceed an acceptable threshold, we may expect that the
confidence ellipsoid determined by the linearization method will be significantly de-
formed, which may lead to considerably misleading conclusions. In Fig. 9.8 one may
compare the contours of the 95% confidence region: the first one obtained with the
linear approximation and the exact one related to the sum of squares (9.46).

9.5.2. Evolutionary bands for the expected response

In order to avoid the linearization approach or other extremely computational in-
tensive methods used in regression analysis (Bates and Watts, 1980; Chryssolouris
et al., 1996; Donaldson and Schnabel, 1987), let us present an alternative way of



9. Solving optimization tasks in the construction of diagnostic systems 223

1.6

- - -sum of squares 0.35 " - - - parameter effect
—— linear approximation "I — intrinsic curvature
14l % true parameters 0.3 " i 1
’ O parameter estimate it ' .
0.25r : 'I ii
w0 [ )
o r !
1.2r = L 1 1
-~ _g 0.2 : . 1
2 'EL 1 'l
1
8 015 [ : . || 1 1
1r o , ' 1’ |‘
~ = 1
S S 0.1 ,' v ’ !
S8 I N e A A U - N -
~ Ay
0.8 LI 0.05"_\/\

Fig. 9.8. (a) — Sum of squares contours (dashed line) of confidence regions and the elliptical
contour provided by the linear approximation (solid line), (b) — Curvature mea-
sures: intrinsic (solid line) and parameter effect (dashed line) of nonlinearity for
particular angles in the parameters space

handling confidence intervals. The lower y,Lmk and upper y%yk adaptive thresholds
for the predicted response of the nonlinear model can be formulated as the following
optimization problems (Pretki and Obuchowicz, 2006):

L o .
Y,k = argmmin f(zy, 0), (9.44)
Y, = ArgmAX f(2%, 6). (9.45)

The feasible parameters set, which for linear models is an ellipsoid (Bates and Watts,
1980), in the case of nonlinear models has much more complex shape, and is defined
in the following manner (Bates and Watts, 1980):

0= {9 e R™|S(6) — S(6) < s*n, F(np,m_np;a)} , (9.46)
where
S 2 S(6)
S5(0) = ok — .0 ds?= "2 9.47
0)=3 (v = F(@,0)) " and o = =2 (9.47)

The nonlinear function f(-) may possess more than one local optimum, thus it seems
reasonable to use some of global optimization techniques to solve (9.44) and (9.45). It
is worth noticing that the optimization algorithm must be supplied with an additional
procedure which allows to deal with nonlinear constraints. Since in this case the
matter of obeying the constraints plays a major role, it is not recommend to use
such approaches as penalty functions (Michalewicz, 1996). Instead, in Tab.9.1 a very
simple and efficient method of projecting a solution into a border of © is outlined.
In order to show that the proposed approach provides more accurate adaptive
thresholds for residual signals, let us introduce the following experiment: We consider
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Table 9.1. Procedure of projecting the solution 6’ into a border of the feasible set ©

Input data

FEps — absolute accuracy of localization of the border;
0, 0 - parent and individual after mutation, respectively;
R=s%n, Flny ni—np:a) — radius of the feasible set;
Output data
6" — individual projected onto a border;
Algorithm
0" — 0
h— 16" —6'l]2
Repeat
If S(1(6* +6)) — S(6) > R then
6 — 10" +6)
else
6" — 16" +6")
end if
h«— h/2
Until (h > Eps)

one input, one output neural network consisting of three hidden neurons with a hy-
perbolic tangent sigmoid transfer function and one linear output unit. Thus, the total
number of parameters, including all weights between the connected neurons and their
biases, is equal to n, = 14. It must be stressed that in the experiment all parameters
0* of the network were chosen randomly. Such a neural model served as a deterministic
part of the nonlinear regression problem. The training set {z, yx }+>., was collected by
equally dividing an interval [0, 10] — {zx }, and disturbing the output of the network by
adding the Normal pseudo-random numbers & ~ N(0,0.12), e.g., yx = f (2, 0) +&5..
Next, such training set was used to obtain estimates 6 for the neuron network with
the same structure (for this purpose the well-known Levenberg-Marquardt method
was used). For the test purposes we chose twenty points to uniformly cover the inter-
val [0,10]. In Fig. 9.9 (a) comparison of the adaptive thresholds (at the 1 —a = 0.9
confidence level) for residual signals obtained with the linearization method and evo-
lutionary computation (9.44), (9.45) is presented. In order to check the adequacy
of the bands obtained for both methods, the set of two hundred systems responses
for each tested point was generated. The percentage of the residuals that lay inside
adaptive thresholds can be observed in Fig. 9.9(b).

In the case of nonlinear models, the linearization method may overestimate the
value of the bands for expected response. In Fig. 9.9(b) it can be observed that almost
for all tested points from the input domain, bands obtained via the linearization
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Fig. 9.9. (a) — 1 — a = 0.9 bands for the expected responses of the neural model,
and (b) their observed coverage

model cover nearly 100 % of the system responses. This may cause serious problems
in many engineering applications, i.e., the model based residual generator system
of fault detection (Korbicz et al., 2004; Pretki and Witczak, 2005a; 2005b), where
sensitivity to faulty conditions plays a key role.

9.6. Neuro-fuzzy model structure and parameters tuning

9.6.1. Number of partition definitions for network inputs

Neuro-fuzzy network structure optimization demands the number of partition defin-
itions for all inputs. In this case the optimization is performed in the discrete space
and, therefore, when an optimum number of partitions is searched for we can use ge-
netic algorithms or heuristic search methods. Piegat (2003) applied the A* algorithm,
where each node of the search tree represents some neuro-fuzzy model (Fig. 9.10). For
heuristic search methods, the following form of the fitness function is proposed:

(9.48)

1 n
fdop = Nzef +
=1

where e; = z; — y; stands for the modeling error, x; denotes the model output, y;
signifies the reference signal, T is the mean value of the model response, w denotes a
weight selected in the interval (0, 1), and [, is the number of partitions.

This problem is described in detail in (Andrzejewski and Pieczyriski, 2005).

9.6.2. Shape of the fuzzy set membership function

The shape of membership functions plays an important role in neuro-fuzzy modeling.
In the literature two kinds of membership curves can be found. The first group is
characterized by a finite carrier like the triangular or the trapezoidal curve. The
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Fig. 9.10. Solutions space searching diagram for the heuristic method for two inputs
(notation: A, B, C — nodes of the searched space; n — number of partitions
for the input x1; m — number of partitions for the input )

next one is a group with an infinite carrier like a generalized Gaussian function. The
following generalized Gaussian function, which is a compromise between both types

of shapes, is proposed:
B
z—0b
ur(z) = exp (— ( - ) ) , (9.49)

where b is a modal value, a is a range factor and 3 is a characteristic factor.

The factor § is used to change the Gaussian function’s shape (Fig. 9.11). For
B = 2, the classical shape of the Gaussian function is obtained. Closely triangular or
trapezoidal shapes are obtained for suitable factors, 81 = 0.5 or B = 5.

1.0 : ‘
|—— beta = 0.5
b DOt = 2.0
- =-beta = 5.0
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0.6
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0.2
= 2] : J ]
3 0 B 0 1 2 3

Fig. 9.11. Influence of the § factor on the general Gaussian function shape

The main advantage of the the generalized Gaussian function is the possibility of
adapting the function profiles by changing the parameter 3.

The optimization process for the neuro-fuzzy model, including the membership
function with a finite carrier, is based on the GA, whose chromosome representation
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is the following:

X = zx2 X324 TsTe TrTg  ToZio T11T12 L13%14 T15T16 Li7Zig, (9.50)
M e Y M e e e Y N —

par.nol par.no 2 par. no8 par.nol par.no2 par.no 8 par.nol par.no2 par. no3

function code for input 1 function code for input 2 function code for output

The GA applied uses range reproduction and one-point crossover. On the Table 9.2
shows the code of membership function type. The results of the investigation of the
examples are presented in (Pieczynski, 2006).

Table 9.2. Membership function codes

| Code | oo | oo | 10 [ 1 |

‘ Function type ‘Triangular‘ Gauss ‘trapezoidal‘ sigmoid ‘

The second kind of membership curve is generalized Gauss. The optimization of
this curve’s parameters concerns also the 3 parameter. Many approaches to the tuning
of the different fuzzy model parameters are based on expert knowledge, gradient
methods (Pieczynski, 2002) and evolutionary algorithms. In order to allocate the
value the evolutionary algorithm is used.

The proposed approach is based on the evolutionary search with soft selection
algorithm (Obuchowicz, 2003). At the beginning, the population of points is se-
lected from the domain, and next it is iteratively transformed by selection and mu-
tation operations. As a selection operator, the well-known proportional selection (the
roulette method) is chosen. The coordinates of, selected parents are mutated by
adding normally-distributed random values. In the proposed approach, an individ-
ual ¥ € R""™ contains information of n + m fuzzy sets (n for the input and m
for the output) described by two parameters, a and b (9.49). The population consist
of 30 individuals, the standard deviation of normally-distributed mutation decreases
according to the plan defined earlied. The results of optimization for a example is
described in the paper (Pieczynski and Obuchowicz, 2004).

9.6.3. Inference and defuzzification modules

The inference block plays a very important role in the structure of the neuro-fuzzy
network. The selection inference system may have essential meaning for the network,
because in influences the choice of the rule to be activated. The inference block is
connected with the knowledge base. As an inferential system, Mamdani’s or Takagi-
Sugeno’s models are often applied. These models can work on different t-norm and
s-norm operators. In the inference block of the fuzzy model, a few operators are used.
The min and maz operators are applied frequently. But in the literature (Piegat,
2003), many operators are known. The discrete optimization method for operators
can be exploited. For this task there was used the genetic algorithm. The chromosome
consists of 6 genes and is applied to t-norm and s-norm definition. The chromosome
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used given by
X = T1T2T3 TaTrTe (951)
N—— ~——

t-norm code s-norm code

The last block of the neuro-fuzzy network is the defuzzification block. It is responsi-
ble for signal conversion obtained as a result of inference — to form a sharp, accurate
signal. From many known ways of sharpener is often accept the singleton method,
Centre of Average (CA) or Centre of Sum (CS). In the literature there are known a
few different defuzzification methods. Each of them generate differents crisp signal.
Therefore the optimization of this parameter is a significant task. The discrete opti-
mization method for the defuzzification task can be exploited again. The chromosome
applied in the genetic algorithm consists of 3 genes and it is applied to defuzzification
method definition. The chromosome is used given by

X = T1T2T3 ) (9.52)
N——

defuzzification method code

These three parameters (the t-norm operator, the s-norm operator, the defuzzi-
fication method) can be defined using the genetic algorithm with the chromosome
connecting both chromosomes described earlier. The results of the these parameters’
optimization were described in the paper (Pieczyniski, 2001; 2006).

9.6.4. Neuro-Fuzzy structure optimization

The procedure of neuro-fuzzy network design consists of the structure selection stage
and the parameter estimation stage (Rutkowska, 2002). The pessimistic scenario as-
sumes the construction of the neuro-fuzzy network only on the basis of the available
measurements. The main problem is to obtain the required accuracy and transparency
of the rule base in such a situation. A lot of different methods have already been de-
veloped both for structure selection and parameter estimation of the neuro-fuzzy net-
work, but there is a demand for better, more effective algorithms, and active research
is still conducted in this area (Korbicz and Kowal, 2001; Rutkowska, 2000).
Takagi-Sugeno neuro-fuzzy networks can be viewed as multi-model systems which
consist of some rules, and each rule defines a single model as the consequent of the
rule (Babugka, 1998; Kowal and Korbicz, 2002a; 2002b; 2003). The global neuro-
fuzzy system is a set of IV, partial models, where N, determines the number of fuzzy
rules. The output of the global system is calculated as a mixture of partial model
outputs. The rule fulfillment is determined by fuzzy sets. In order to ensure the
desired accuracy of the neuro-fuzzy system, the membership functions of fuzzy sets
must be placed properly in the input space, the number of rules must be appropriate
and the parameters of partial models must be chosen to minimize the defined error.
Two main strategies for placing fuzzy sets in the input space can be distinguished:
the first one proposes to minimize the output error of the global model (Leith and
Leithead, 1999), and the other one is based on partial models that model the local
behavior of the system (Abonyi et al., 2002). A typical property of the first approach is
to arrange fuzzy sets in the input space in such a way that all partial models are active
in the whole domain of input variables. In this case, the accuracy of the global model is
guaranteed by the proper mixture of partial model outputs. The alternative approach
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does not examine the global accuracy of the model but concentrates on partial models,
which should tune in to the local behavior of the system. The problem of rule base
declaration reduces to the determination of the number of rules required for a precise
description of the problem to be solved.

The simplest method used to determine the number of rules is based on generating
a uniformly distributed grid of rules in the input space. The usage of such an approach
is limited only to simple systems with a small number of inputs. The approach does
not work well for more complicated systems because it generates a combinatorial
explosion of rules, which make this method useless. Fuzzy clustering algorithms are
another technique which is often used for fuzzy rule generation (Babuska, 1998; Chen
et al., 1998; Kowal et al., 2002; Mendes et al., 2002). The idea of this approach is to
find natural groups of data in order to apply to each group one fuzzy rule (Babuska,
1998). Generally, clustering algorithms can be divided into two main classes, i.e.,
hard clustering and fuzzy clustering. It seems to be natural to use fuzzy clustering
algorithms in the case of neuro-fuzzy networks. The task of fuzzy clustering is usually
reduced to finding the local minimum of the nonlinear cost function, defined by the
following expression:

c N
J(X;U, V)= ui Dy, (9.53)
1=1 k=1

where the matrix U contains the membership degrees of data points from the matrix
to the defined clusters X, V = [v1,va,..., V], v; € R, is a matrix which defines the
centers of the clusters, D;; is a metric used to determine the distance between the
data points and the cluster centers:

D}, = ||z — vs|* = (2 — vi) T Az — v3), (9.54)

and the parameter m takes values from 1 to co and determines the degree of fuzziness
of the clusters. The cost function (9.53) can be viewed as a total variance of the
data xj with respect to the cluster centers v;. The matrix A which occurs in the
expression (9.54) is used to tune the shape and orientation of the clusters in the
space. The fuzzy clustering algorithm which uses such a norm to calculate the distance
between data points and cluster centers is called Fuzzy C-Mean (FCM) (Bezdek,
1981). However, the number of the found clusters strongly depends on the values of
coeflicients, which must be defined by the designer at the beginning of the procedure,
so the application of the algorithm is difficult. Two clustering algorithms were applied
to built the model of the valve which is a part of the industrial installation of the
Lublin Sugar Factory (DAMADICS, 2002). The learning procedure of the Takagi-
Sugeno neuro-fuzzy network was divided into two phases. In the first step, clustering
methods were used to optimize the network structure and prepare the initial values
of the parameters. In the second step, the gradient descent method was used to tune
all parameters. Two clustering algorithm were used in the first step: the mountain
method and the fuzzy C-mean algorithm (Kowal et al., 2002; Mendes et al., 2002).
Sample results are shown in Fig. 9.12.
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Fig. 9.12. Performance of the TSK neuro-fuzzy model for the
valve V51 (SSE / N.° of samples = 6.774)

9.6.5. Neuro-fuzzy parameters tuning

The application of neuro-fuzzy networks in diagnostic areas creates a demand for
suitable design procedures which would take into account the specificity of the fault
diagnosis task. An important problem from the diagnostic point of view is residual
confidence interval minimization because it makes it possible to detect a fault ap-
propriately early. It has to be stressed that the value of the confidence interval for
residuals depends directly on the uncertainty of the model which is used to generate
the residuals. If the confidence interval is not consistent with model uncertainty, the
fault detection system can trigger off a lot of false alarms. It is obvious in such a
situation that model uncertainty has to be considered in fault detection threshold
calculations (Chen and Patton, 1999; Mrugalski, 2003; Witczak, 2003). It is also im-
portant to minimize model uncertainty in order to obtain a reliable fault detection
system that would be able to detect a fault fast and at an early stage, so special
procedures for neuro-fuzzy model design must be developed.

To overcome the problem, an alternative approach in the form of the Bounded
Error Approach (BEA) method can be applied to tune the parameters of the Takagi-
Sugeno neuro-fuzzy network and to calculate the admissible set of parameters and the
confidence interval for the network output. The method requires only the information
about the range of the disturbances which corrupt measurements. The application of
the BEA algorithm for computing the confidence interval of the Takagi-Sugeno fuzzy
model output requires to establish some assumptions in order to view the model in
the form of an LP system (Kowal, 2005; Kowal and Korbicz, 2005a; 2005¢). The main
assumption based on the fact that the parameters of the membership functions of
the fuzzy sets are known. Appropriate selection of the values of these parameters has
an essential influence on the uncertainty of the whole fuzzy model. Wrong values of
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these parameters can significantly increase model uncertainty, thus the model can be
unsuitable for diagnostic tasks.

In the proposed approach the clustering algorithm is used to determine the el-
lipsoid clusters in the input-output space in order to generate for each found cluster
one local linear submodel and to determine the parameters of the fuzzy partitions
by cluster projection (Babuska, 1998). Another approach is based on the detection of
approximately linear dependencies in the data space using a modified BEA (Kowal,
2005; Kowal and Korbicz, 2005a; 2005b). The algorithm consists in the generation
of a single rule for each found linear dependency and allows the parameters of fuzzy
partitions.

In order to present the BEA approach for estimating the parameters of the deter-
mining Takagi-Sugeno (T-S) network, let us consider the following T-S neuro-fuzzy
model:

y(k) =>_ ¢i(k)ui(k), (9.55)
i=1
where y;(k) is the output of the i-th rule and

pi(k)
Do ky(k)”

The model described by the equation (9.55) can be viewed in the form of an LP
system:

¢i(k) = (9.56)

y =z (k)p, (9.57)
where
o1 (k)ri(k) D1
(k) = ¢2(/€).7“2(k) Cpe D2
bn (k)T (k) Pn

if the parameters of the fuzzy sets are treated like constant values. The output error
is given by the following formulae:

e(k) =y (k) — =" (k)p, (9-58)

where e(k) is the error and y’(k) is the output of the system. The error is bounded
by means of the following inequalities:

eMin(k) < e(k) < ™ (k). (9.59)

thus the admissible set of parameters for N data points is given by the following
expression:

P={peR"|y(k)—e"> <z"(k)p<y'(k)—e™", k=1,....,N}. (9.60)

Each point inside the set P defines the vector of model parameters and all sets
of parameters determine the group of models consistent with the measurements and
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Fig. 9.13. Sample set of parameters P

bounds. This means that, instead of one model, a set of models with different para-
meters is given and the output signal is represented in the form of an interval which
contains all possible model responses. Real applications usually require a single out-
put value, thus one set of parameters must be chosen. The most common approach
chooses the geometrical center of the area P as the set of parameters that is used to
calculate the output of the model. This sample procedure is shown in Fig. 9.13. If the
maximum and minimum values of the parameters are known,

min :
min _ ; .61
P} argminpi, (9.61)
max __ .
Pt = argmaxp;, (9.62)

the estimates of the parameters can be computed using the following formula:

min+ max )

pizl%, i=1,...,N. (9.63)
The minimum and maximum values for the following parameters are determined
using the linear programming technique (Milanese et al., 1996). The feasible set of
parameters is used also to compute the confidence interval for the output of the

system:

e (k)p™" (k) + ™" < o/ (k) < 2" (k)p™™ (k) + ™, (9.64)
where
max _ T
p" (k) = arg max x (k)p. (9.65)
min _ : T
p™(k) = arg min z (k)p. (9.66)

The confidence interval can be directly applied to calculate the adaptive threshold for
the residual signal:

er(k) = y' (k) — y(k). (9.67)
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Finally, the adaptive threshold is described by the following inequalities:

al (k)p™" (k) + ™ (k) — y(k) < e (k) < T (k)p™™ (k) + ™ (k) — y(k).  (9.68)
Unfortunately, the computations required to determine all vertices W of the con-
vex polyhedron P are so time and memory consuming that it is hard to employ
the classical BEA algorithm for complicated models. In this case the methods that
approximate the actual set P by the area which has a simplified shape should be
employed (Milanese et al., 1996).

The method that approximates the set P by the Outer Bounding Ellipsoid (OBE)
has been applied to fault detection in a DC engine (Kowal, 2005; Kowal and Korbicz,
2005b; 2006b). Sample experimental results obtained for the faulty scenario are shown
in Figs. 9.14 and 9.15. The presented approach does not take into account the fact that
not only the output variable y(k) is uncertain but also all input variables x(k) can be
uncertain. Such a situation is common due to the fact that input variables are usually
measured so they can be known with a defined accuracy. If this fact is not considered,
the threshold computed for the output variable does not reflect real model uncertainty
so false alarms can occur. The problem of computing the feasible set of parameters
when some or all explanatory variables, as well as the output, are uncertain is usually
called the Error-In-Variables (EIV) problem. The study of this problem can be found
in (Milanese et al., 1996). The EIV parameter-bounding algorithm can be adapted for
use also with the Takagi-Sugeno neuro-fuzzy model (Kowal, 2005; Kowal and Korbicz,
2006a.).
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Fig. 9.14. Process and model output: small fault f;

The future work will concentrate on the extension of the presented approach for
the Takagi-Sugeno neuro-fuzzy network with consequences in the form of ARX models
and the development of algorithms which assure the minimization of Takagi-Sugeno
model uncertainty.



234 A. Obuchowicz et al.

residuals
— — —threshold

residuals

-0.151 1

-0.2 L
50 100 150 200

discrete time

Fig. 9.15. Residuals: small fault f;

9.7. Conclusions

In the field of fault diagnosis of complex and dynamic systems, one is faced with the
problem that no or insufficiently accurate mathematical models of the system are
available. In recent years, a rapid development from the well-established but in terms
of limited efficiency and applicability traditional methods of model-based fault diag-
nosis to artificial intelligence methods has been observed. It is clear that FDI system
design is related to many optimization problems. They are nonlinear, multi-modal,
and usually multi-objective, and because of this the conventional “local” optimization
methods fail to solve them, while evolutionary algorithms seem to be very attractive
alternative direct search methods, which overcome the limitations of the conventional
optimization methods. In this chapter, the state of the art of soft computing ap-
proaches to FDI optimal design has been discussed.
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