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Abstract

The design of neural-network-based iterative learning control for non-linear sys-

tems is addressed in the setting of a fault tolerant control regime. Taking

advantage of the repetitive character of the control task, the inherent uncer-

tainty related to a potential faulty system state can be properly accommodated

in terms of a data-driven iterative learning scheme with neural networks used

for forward/inverse modeling as well as for controller synthesis. The resulting

control technique is supposed to be flexible enough to accurately compensate

the faults occurring on both the sensors and actuators and, additionally, take

into account the disturbances and noise acting on the system. A complete

characterization of the novel fault-tolerant iterative learning scheme is provided

including system identification, fault detection and accommodation. Also, the

painstaking convergence analysis is presented and the resulting sufficient condi-

tions can be constructively used to determine the update of control law in the

consecutive process trial. The excellent performance of the developed control

scheme is illustrated by a nontrivial example of tracking control for a magnetic

brake system on various scenarios involving actuator and/or sensor faults.

Keywords: iterative learning control, convergence, neural networks, fault

tolerance, fault accommodation.

1. Introduction

The complexity of modern industrial control systems has reached the point

where requirements imposed on control quality are extremely high according to
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required accuracy and reliability of the process, allowing attaining the control

goals in a safe and reproducible manner. In the context of non-linear dynamic5

systems, high quality control is an especially challenging issue which perma-

nently requires the development of new systematic approaches that broaden the

area of potential applications. One of the major problems underlying control

design is the question of how to provide the robustness of a system to potential

faults and still achieve satisfactory behavior in terms of the assumed criteria10

defining control efficiency without significant deterioration of system perfor-

mance. In light of this, in the last 20 years, fault-tolerant control (FTC) has

become an attractive area of research with many successful approaches and a

strong record of tangible engineering applications (Blanke et al., 2016; Noura

et al., 2003; Ducard, 2009; Patan, 2019; Rouabah et al., 2022; Conchas et al.,15

2023).

This is of paramount importance in the case of repetitive processes encoun-

tered in industrial environment as robustness to faults can be equally important

to the performance of the system, thus reducing the cost of operation and main-

tenance. Under the repetitive work regime, it can be observed that in each repli-20

cated trial the existing closed-loop control algorithms produce the same tracking

error with the same features, such as settling time, overshoot, oscillations, etc.

That property and knowledge of system behavior from previous trials could be

used to improve control performance. In this context, iterative learning control

(ILC) emerged in the late 1970s, providing a solution to the accurate tracking25

control problem and establishing a popular area of control research, cf. Arimoto

et al. (1984); Bristow et al. (2006); Ahn et al. (2007); Freeman et al. (2015);

Owens (2016) for seminal papers and monographs. As for the class of linear

time invariant systems, the theory is well developed, with a rich spectrum of

applications. However, most of the existing ILC approaches are related to the30

linear form of the control law (Tao et al., 2017; Chen et al., 2022). For a class of

non-linear processes with a repeatable regime of operations, there is still no the-

ory of unified control synthesis and analysis, even if the need for such solutions

is well recognized (Moore, 1993). The proposed ILC methods for control-affine,

linear parameter varying or general non-linear systems are mainly based on the35

linear iterative controller (Xu and Tan, 2003; Bu et al., 2012; Miao and Li,
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2017). Non-linear learning controller design based on parameter estimation was

proposed by Bu et al. (2020). However, it is needed to transform the system

to iteration-dependent time-varying form. A somewhat similar approach was

proposed by Yu et al. (2021), in which dynamic linearization was used to repre-40

sent a learning controller first and then ILC was formulated using input-output

data. In both approaches, however, a simplified form of the learning controller

is finally derived.

Although the idea of using neural networks in the context of ILC is not

new, dating back to the early 1990s, there is still only a handful of ILC systems45

realized by means of neural networks. This is mainly due to the significant

difficulty of satisfying the convergence and stability of both the control update

and network training (Chow et al., 2000; Chi and Hou, 2009; Xiong et al., 2016;

Wei et al., 2017). Therefore, their applicability usually is limited to a specific

class of non-linear systems, and there is no straightforward extension to FTC.50

An approach using a radial basis function neural network was presented by

Liu and Hou (2022) to deal with non-linear component of the control law. An

interesting application of neural networks was discussed by Zhang et al. (2021),

who used a neural network to predict ILC outputs instead of storing a large

amount of data. However, the approach was derived for linear systems, and a55

linear learning controller was used. An efficient neural-network-based approach

for ILC synthesis was provided in our previous works (Patan and Patan, 2020;

Patan and Patan, 2021), where a non-linear controller was developed. The

proposed controller is of a general nature and can be used to design different

types of controllers, e.g., P-, D- or even PD-type.60

In the setting of FTC, we need the control design to be robust to distur-

bances from various sources acting on the plant (Chien, 1998), thus leading to

the idea of a learning controller able to adapt to potential faults appearing in

the system. One of the crucial obstacles of non-linear control design is an accu-

rate non-linear model calibration of the plant directly affecting the performance65

of the closed-loop controller. A reasonable remedy is to consider learning con-

trollers that also have a non-linear or time-varying structure (Moore, 1993). The

communications on FTC for iterative control are very limited. The approach

presented by Li et al. (2022) was dedicated to linear stochastic repetitive sys-
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tems. In turn, iterative learning control able to deal with actuator faults was70

discussed by Liu and Hou (2022) or Huang et al. (2021), although without an

explicit fault accommodation mechanism. Fault estimation and accommodation

in the framework of non-linear ILC was discussed in the authors’ previous works

(Patan et al., 2020; Patan and Patan, 2022), although covering separately the

issues of sensor and actuator faults, respectively.75

To address the above limitations and needs, the main purpose of the paper

is to elaborate an efficient approach to fault-tolerant control for the class of non-

linear repetitive dynamic systems with special attention paid to addressing the

problems of accurate modeling, reliable fault detection and a control design able

to compensate potential faults supplemented with proper convergence analysis.80

In particular, artificial neural networks, whose universal approximation abilities

for a broad class of non-linear systems are widely known, are used to design

a novel ILC scheme. It consists of three neural-network-based subsystems: a

mixture of neural networks for robust forward modeling of a plant, an inverse

neural model and a neural controller. Such a homogeneous structure renders it85

possible to effectively accommodate both sensor and actuator faults in a unified

manner. The whole scheme is purely data-driven, i.e., a learning controller is

capable to adapt to changing working conditions of the plant by the training

process using data from previous trials. The advantage of the approach reported

here is that it is supplemented with careful analysis, leading to constructive90

convergence conditions for the control update.

Summarizing, the contributions of the paper are as follows:

1. developing an integrated actuator and sensor fault-tolerant control system

based on a novel non-linear iterative learning control scheme and neural

network models;95

2. providing sufficient conditions for convergence of the proposed control ap-

proach;

3. experimental verification of the proposed neural-network-based fault-tole-

rant control system using a tracking control example of a magnetic brake

system involving actuator and/or sensor faults.100

The paper is organized as follows. In Section 2, the system representation

along with details concerning the learning controller is provided. Development
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of both forward and inverse neural-network-based models is presented in Sec-

tion 3. Section 4 discusses the proposed fault tolerant control system. In the

subsequent section, convergence analysis is considered. Section 6 is devoted to105

experimental verification of the proposed fault-tolerant iterative learning control

system. Finally, the paper is summarized in Section 7.

2. System representation

Let us consider a single-input single-output discrete-time dynamical system

in the state-space:

x(k + 1) = g(x(k), u(k)),

y(k) = CTx(k),
(1)

where x(k) ∈ Rn represents the state vector, k is the discrete-time instant, n

stands for the system order, u(k) ∈ R1 and y(k) ∈ R1 are the input and out-

put of the system, C ∈ Rn is the output vector, g(·, ·) represents an unknown

smooth and invertible non-linear function, and T represents the matrix trans-

position operator. In the absence of faults (nominal conditions), the system (1)

is represented by the following healthy model:

xN (k + 1) = ĝ(xN (k), u(k)),

ŷ(k) = CTxN (k),
(2)

where xN (k) ∈ Rn represents the model state vector, ŷ(k) ∈ R1 is the model

output, and ĝ(·, ·) is an approximation of the function g(·, ·). In the paper, it

is assumed that faults which affect the system are of abrupt nature. Thus, the

system representation considering both actuator and sensor faults is described

in the state-space as follows:

x(k + 1) = g(x(k), uf (k)),

yf (k) = CTx(k) + fs(k)β(k − T1),
(3)

where yf (k) ∈ R1 represents the faulty system output and uf (k) ∈ R1 is the

faulty input defined as

uf (k) = u(k) + β(k − T2)fa(k), (4)
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where fa(k) ∈ R1 and fs(k) ∈ R1 are functions representing the change observed

respectively in the actuator and sensor due to a fault and the time profile of a

fault has the following form:

β(k − T ) =

0 if k < T,

1 otherwise.

(5)

Finally, T1 and T2 represent the time of occurrence of a sensor and actuator

fault, respectively. It should be stressed that in this research noise and distur-110

bances acting upon the plant are not considered. However, they can be easily

incorporated into the system representation as proposed in the authors’ previous

work (Patan and Patan, 2021).

In this paper, the system (1) is controlled by means of a non-linear iterative

learning control strategy. This class of control algorithms has proven its appli-

cability in many industrial areas, especially in cases of repetitive processes or

when plant to be controlled works in the repetitive regime of operations (Bris-

tow et al., 2006; Freeman et al., 2015; Oomen and Rojas, 2017). The general

form of open-loop non-linear learning control is

up+1(k) = f(up(k), ep(k)), (6)

where f(·, ·) denotes a non-linear function representing dynamics of the con-

troller, p stands for the operation cycle number (the so-called trial), ep(k) stands

for the tracking error at the p-th trial defined as ep(k) = yd(k) − yp(k), where

yd(k) is the reference (desired) signal, and up is the control signal at the p-th

trial. The signals up(k) and ep(k) are recorded during the p-th trial and stored

in the memory for later use to derive control for the next operation cycle (see

the upper part of the scheme presented in Fig. 2). Most solutions regarding

ILC design consider the function f(·, ·) of a linear form with fixed parameters

(Bristow et al., 2006). However, complex industrial plants with highly non-

linear characteristics may enforce the application of much more sophisticated

solutions (Moore, 1993). The learning controller may have a non-linear struc-

ture and, what is even more important, it may be time-varying. Both features

can be easily achieved by means of artificial neural networks. Depending on

the application, the learning controller may have a static or dynamic form, as
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reported by Patan (2019). In this paper, a static form of the learning controller

is considered by application of the well known feed-forward neural network. The

controller representation is given as follows:

up+1(k) = W c
3,pσo(W c

2,pσh(W c
1,pφ

c
p(k))), (7)

where W c
1,p ∈ Rnh×3, W c

2,p ∈ R1×nh and wc
3,p ∈ R1 are adaptable controller

weight parameters, σh(·) and σo(·) are the activation functions of the first and115

the second hidden layer, respectively, and nh is the number of hidden units of the

first layer. Finally, the regression vector φc
p(k) = [up(k), ep(k), 1]T determines

the P-type learning controller.

In order to adapt the controller to changing operational conditions of the

plant, its parameters are subject to training after each operation cycle. Let us

define the training process as minimization of the cost function defined based

on the difference between the controller output and the desired input:

θ∗p = arg min
θ
J, (8)

where θp is the vector of stacked elements of controller weight matrices, θ∗p is

the optimal controller parameter vector derived at the p-th trial, and the cost

function has the form

J =
1

2

∑
k

(ud(k) − up(k))2, (9)

where ud(k) is the desired control signal and up(k) is the output of the neural

controller. The desired control signal is derived by means of an inverse model

discussed further in this paper. To adapt the controller parameters after each

trial, the update rule based on a stochastic gradient is used:

θp+1 = θp − η
∂J

∂θp
, (10)

where η is the learning rate. Applying the well known back-propagation idea,

the following set of update rules can be determined:120

• for the weight wc
3,p:

∂J

∂wc
3,p

= δ3(k)σo(·), δ3(k) = εp(k), (11)

where εp(k) = ud(k) − up(k);
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• for the weight matrix W c
2,p:

∂J

∂W c
2,p

= δ2(k)σT
h (·), δ2(k) = σ

′

o ◦ (wc
3,pδ

3(k)), (12)

where σ
′

o is the derivative of the function σo(·) and the operator ◦ stands

for the Hadamard product;

• for the weight matrix W c
1,p:

∂J

∂W c
1,p

= δ1(k)φT
p (·), δ1(k) = σ

′

h ◦ ((W c
2,p)Tδ2(k)), (13)

where σ
′

h is the derivative of the function σh(·).

A crucial problem when dealing with control systems is the detection of125

possible faults which can occur in the plant. The significance of this issue

follows from the fact that feedback or adaptive types of control systems can

hide faults from being observed. Then proper compensation/accommodation

of faults is not possible, especially in case of sensor faults. A common way

to realize fault detection is a model-based approach, where the decision about130

faults is made using the forward model of the plant. Any change in plant

operation caused by a fault can be detected comparing the output of the model

representing the nominal working conditions of the plant with the output of the

faulty plant. Thus, the model of the plant which has to be designed first plays a

relevant role. Moreover, the model of the plant can be used to develop a learning135

controller, as reported in our previous works (Patan, 2019). Unfortunately, the

forward model itself is insufficient to carry out fault isolation. In particular,

there is a need to distinguish sensor faults from other types (actuator faults

as well as faults in plant dynamics) due to the fact that they do not change

the dynamic behavior of the plant at all. That is the reason for using another,140

inverse model of the plant. Comparing the output of the inverse model with the

actual control signal, we are able to distinguish sensor faults from actuator and

process ones. Moreover, in this work the inverse model is used also to train the

controller with the adaptive rules (10)–(13). Both forward and inverse models

can be constructed by means of an artificial neural network of the dynamic kind.145

Structural details are provided in the forthcoming sections.
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Figure 1: Arrangement of membership functions: triangular (a), Gaussian (b).

3. Models for fault diagnosis

3.1. Forward model

In order to design a fault diagnosis system which is robust to disturbances

and a model mismatch, the idea of a multi-model is applied here. In particu-

lar, the problem of proper system dynamics reproduction for different operating

points is investigated. Each model approximates system behavior at a partic-

ular operating point. The output of the multi-model is achieved by activate

sub-models for which the nominal working conditions are close to the actual op-

erating point ρ. To determine which model should be activated, we adopt here

the idea of a membership function known from fuzzy logic theory. Furthermore,

as we deal with control system design, the operating point is chosen to be the

initial value of the control signal at each trial u0. For each operating point, the

membership functions should sum to unity as follows:

M∑
i=1

µi(ρ) = 1, (14)

where µi(ρ) is the membership function of the i-th sub-model and M is the

number of sub-models. Commonly used functions which satisfy the condition150

(14) are triangular or Gaussian ones, as shown in Fig. 1. The difference is

the number of activated sub-models. In the case of a triangular membership

function, only two models can be activated at the same time (see Fig. 1(a)),

contrary to Gaussian models, where more sub-models take part in the estimation

of the system output (Fig. 1(b)).155

Although neural networks are known to possess the universal approximation

property (Haykin, 2009; Nørgaard et al., 2000; Patan, 2019), proper generaliza-

tion of the system response is often achieved at the cost of a bias. The mixture
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of models, if properly adopted, can reduce the distribution of the model out-

put, still keeping the bias on a low level. As a result, we are able to determine

a good trade-off between uncertainty modeling and robustness with respect to

disturbances. Then, the forward model is represented as follows (Patan et al.,

2020):

ŷ(k) =

M∑
i=1

ŷi(k)µi(ρ), (15)

where ŷi(k) denotes estimates of the system output at the i-th operating point.

The model (15) can be perceived as non-linear gain scheduling (Leith and Leit-

head, 2000) or an ensemble of models used for regression (Sollich and Krogh,

1996). Each model Mi in the ensemble (see Fig. 2) is designed by means of the

state-space neural network as follows:

Mi : x̂i(k + 1) = gi(x̂i(k), u(k)),

ŷi(k) = CT x̂i(k),
(16)

with the function gi(·, ·) defining the i-th neural model represented by

x̂i(k + 1) = W f
i,2σh(W f

i,1xx̂i(k) + W f
i,1uu(k)), (17)

where σh(·) is the non-linear activation function of the hidden layer, while W f
i,1x,

W f
i,1u and W f

i,2 are the i-th forward model weight matrices of appropriate size.

Each neural network (17) is trained using data recorded during control of a

plant at the specific operating point.

The ensemble is constructed using membership functions distributed over the

variable ρ. The commonly used triangular and Gaussian membership functions

and their distribution over the interval ρ ∈ [a, b] are illustrated in Fig. 1(a)

and (b), respectively. In this paper, we decided to apply Gaussian functions

distributed over the operating range of a plant considered. In this case, the

operating point is assigned to the initial value of the control signal at each trial

p, i.e., u0 = up(0). Thus,

µi(u0) = e−
(u0−ui)

2

2σ2 , (18)

where ui is the i-th operating point and σ is the spread of the Gaussian function.160

By applying the same spread to each membership function we can guarantee

the condition (14) to be always satisfied.
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3.2. Inverse model

Taking into account the fact that the relation between the state and input

is non-linear in nature, direct derivation of an inverse of g(·, ·) from the model

(3) can be hard or even impossible. Moreover, to obtain a good quality fault

estimator, real signals available for measurements should be employed. In this

context one can employ inverse modeling of an input-output form which, using

artificial neural networks, is a quite straightforward approach. The inverse

model of (3) is given as follows:

ûf (k) = h(y(k), . . . , y(k − n), ûf (k − 1), . . . , ûf (k −m)), (19)

where ûf (k) and y(k) are estimates of the input affected by a fault and the

system output at the time instant k, respectively, n and m are numbers repre-

senting past outputs and estimated inputs used, respectively, and h(·) represents

the unknown non-linear mapping to be found. The inverse model (19) can be

obtained by means of a neural network with external dynamics (Haykin, 2009;

Nørgaard et al., 2000). To overcome problems with the convergence of the

training process as well as to achieve the stable model, at the training stage

the model had the form of a non-linear auto-regressive systrem with exogenous

input given by

ûf (k) = h(y(k), . . . , y(k − n), u(k − 1), . . . , u(k −m)), (20)

where the training set composed of output/input pairs {y(i), u(i)}Pi=1 was recorded

in normal operating conditions of the control system and P represents the size of

the data set. Assuming that the model (20) is designed accurately and mimics

the system dynamics well, after training it can be converted to the non-linear

output error form (19) by replacing inputs u(k) with their estimated equivalents

ûf (k). It is a common way of dealing with dynamic neural network models. In

order to make the model more robust, it is proposed to apply a bank of inverse

models (Patan and Patan, 2022). We adapted the idea of heterogeneous ensem-

bles. In that context, each model with a different structure was built upon the

same training data. The heterogeneous approach can achieve greater diversity

among sub-models, which can significantly improve ensemble performance. The

output of the ensemble is calculated as the mean value of the outputs generated
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by N inverse sub-models Ii (see Fig. 2):

ûf (k) =
1

N

N∑
i=1

ûfi(k), (21)

where ûfi(k) is the control signal estimate given by the i-th inverse sub-model.

Each inverse sub-model of the form (20) was realized using the feed-forward

neural network with one hidden layer with external memory as follows:

Ii : ûfi(k + 1) = W in
i,2σh(W in

i,1φ
in
i (k)), (22)

where σh(·) is the non-linear activation function of the hidden layer, W in
i,1, W in

i,2

are the i-th inverse model weight matrices of appropriate size, and φin
i (k) stands

for the regressor vector of the i-th sub-model defined as follows:

φin
i (k) = [y(k), . . . , y(k − n), u(k − 1), . . . , u(k −m), 1]T. (23)

To achieve a high level of model robustness, each inverse model should have

a different structure. Then, the designing process is aimed at selection of the165

number of hidden neurons and that of delayed outputs and inputs for each model

separately.

4. Fault tolerant iterative learning control

The proposed fault tolerant control system is based on the control strategy

realized using iterative learning control as portrayed in the previous section.170

The investigated FTC strategy is able to detect both actuator and sensor faults,

estimate their size and finally to accommodate them. The main idea is to apply

two kinds of models in order to distinguish between actuator and sensor faults

(Fig. 2). With the help of the forward models Mi, i = 1, . . . ,M , a fault can be

detected. In turn, using the inverse models Ii, i = 1, . . . , N , the fault can be175

classified to one of the two fault classes considered.

In the nominal case, the forward model should estimate the output of the

plant closely. Due to modeling errors, we cannot expect that the forward model

will be a perfect replica of plant dynamics. Then, we can assume that modeling

errors should be acceptable up to predefined level Ty. Analogously, the output180

of an inverse model should be as close to the control signal as possible. Again,
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Figure 2: Proposed fault-tolerant iterative learning control.

due to modeling errors it is assumed that acceptable modeling errors are smaller

that a predefined threshold Tu.

In the sequel, to make fault estimation and accommodation clear, the index

p representing the trial is omitted. The routine of fault diagnosis is performed

in two subsequent stages. First, each fault occurring either in an actuator or a

sensor will change the value of the output signal. Then, introducing an output

residual in the form

ry(k) = y(k) − ŷ(k), (24)

where ŷ(k) is the output of the forward model, we can decide whether a fault

occurred or not. The common approach is to apply a threshold Ty and to

check if the residual ry(k) exceeds the threshold value. The second stage is to

distinguish the fault class. This is carried out by means of an inverse model.

Let us introduce the input residual as follows:

ru(k) = u(k) − ûf (k), (25)

where ûf (k) is the output estimated by the inverse model. If we deal with a

sensor fault, the value of the residual ru(k) is still under the threshold value Tu.185

Then, the sensor fault is pointed out. However, in the case of an actuator fault,

the residual differs from zero significantly, and when it exceeds the threshold

13



value Tu the actuator fault is signalled. Details of how to perform decision

making and select thresholds are provided further in this paper.

The quality of the fault detection process can be evaluated using different190

indexes (Bartyś et al., 2006). In this work, the following performance metrics

were used:

• detection moment tdm: the number of samples needed for the detection

of a fault measured from the time of fault start-up to a permanent true

decision about the fault;195

• false detection rate rfd: the ratio of the number of false alarms to the

length of the trial, calculated in normal operating conditions.

4.1. Actuator fault estimation and accommodation

Substituting uf (k) with ûf (k) in (4) yields the following fault estimate:

f̂a(k) = ûf (k) − u(k) = −ru(k). (26)

To estimate an actuator fault, one needs to develop both the inverse model of a

plant as well as the forward model providing the state vector x(k+1). Moreover,

a serious advantage of the procedure is that it requires modeling the system in

nominal operating conditions only. This is because during the nominal work

of the system x(k) = xN (k) and f̂a(k) = 0; otherwise, x(k) ̸= xN (k) and,

consequently, f̂a(k) ̸= 0. As we obtain the fault estimate, a fault can be easily

accommodated according to the formula

uftc(k) = u(k) − f̂a(k), (27)

where uftc(k) stands for the corrected control signal applied to the system.

4.2. Sensor fault estimation and accommodation200

According to (3), the sensor fault estimate can be determined as

f̂s(k) = yf (k) − ŷ(k) = ry(k). (28)

Then, using the fault estimate (28), the system output can be reconstructed via

yrec(k) = yf (k) − f̂s(k), (29)

where yrec(k) is the reconstructed output of the system.
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5. Convergence analysis

In the following, the main result of the paper is presented.

Assumption A1. Let us assume fa(k) = 0, fs(k) = 0 and yd(k) to be a

desired reference profile defined over a discrete-time k ∈ N . It is also assumed

that yd(k) is realizable, that is, there exists a unique ud(k) and an initial state

xd(0), i.e.,

xd(k + 1) = g(xd(k), ud(k)),

yd(k) = CTxd(k).
(30)

Assumption A2. Let ∀k ∈ N , ∀p the actuator and sensor faults satisfy the

following:

∥fa(k)∥ ≤ ϵa, ∥fs(k)∥ ≤ ϵs,

where ϵa ≥ 0, ϵs ≥ 0 are finite bounds. Moreover, ∀p the initial system state

error satisfies

∥∆xp(0)∥ ≤ ϵx, (31)

where ∆xp(k) = xd(k) − xp(k) and ϵx ≥ 0 is a positive constant.

Assumption A3. A non-linear function g satisfies the global Lipschitz condi-

tion

∥g(x1, u1) − g(x2, u2)∥ ≤ L (∥x1 − x2∥ + |u1 − u2|) , (32)

where L > 0 stands for the Lipschitz constant.205

Definition 1. The partial derivatives of the controller activation function σo

(6) with respect to the inputs are defined as

fu(k) = wc
3,p

∂σo(·)
∂up(k)

, fe(k) = wc
3,p

∂σo(·)
∂ep(k)

. (33)

Definition 2. The λ-norm of a vector z(k) is defined as follows:

∥z(k)∥λ = sup
k∈N

β−λk∥z(k)∥, (34)

where λ > 0 is a finite constant and β > 1.

Theorem 1. Consider the non-linear system (1) satisfying the assumptions

(A1)–(A3) and the reference trajectory yd(k) satisfying the assumption (A1).

Applying the control law (6)–(7) satisfying the condition∣∣∣∣sup
k

∥fu(k)∥ + sup
k

∥fe(k)CT∥
(

1 − L−(λ−1)(k+2)

1 − L−(λ−1)
− 1

)∣∣∣∣ < 1 (35)
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guarantees that the tracking error remains bounded, i.e.,

lim
p→∞

∥yd(k) − yp(k)∥λ ≤ σ, (36)

where constant σ > 0 is dependent on ϵx, ϵa, ϵs.

Proof. Expanding the control law (6) into the Taylor series yields

∆up+1(k) ≃ fu(k)∆up(k) − fe(k)∆yp(k), (37)

where ∆up(k) = ud(k) − up(k) and ∆yp(k) = ep(k). According to the assump-

tion (A1), we obtain

∆xp(k + 1) = g(xd(k), ud(k)) − g(xp(k), up(k) + fa(k)),

∆yp(k) = CT∆xp(k) + fs(k), (38)

where ∆xp(k) = xd(k) − xp(k). Next, taking the norm of both sides of (37),

we obtain

∥∆up+1(k)∥ ≤∥fu(k)∆up(k)|| + ∥fe(k)∆yp(k)∥

≤∥fu(k)∆up(k)|| + ∥fe(k)CT∆xp(k)∥ + ∥fe(k)CTfs(k)∥

≤∥fu(k)∆up(k)|| + ∥fe(k)CT∥(∥∆xp(k)∥ + ϵs).

(39)

Now, taking the norm of the both sides of the state equation in (38) and applying

the assumption (A3), we have

∥∆xp(k + 1)∥ ≤ L∥∆xp(k)∥ + L|∆up(k) − fa(k)|. (40)

Assuming that (A2) holds and applying the recursive form of (40), the fol-

lowing representation is achieved for k = 1, . . . , N − 1:

∥∆xp(k)∥ ≤ Lk+1∥∆xp(0)∥ +

k−1∑
i=0

Lk−i|∆up(i) − fa(i)|. (41)

Let us introduce the auxiliary sequence ũp(k) excluding the initial zero element

from the sequence ∆up(k):

ũp(k) =

0, k = 0,

∆up(k − 1) − fa(k − 1), k = 1, . . . , N.

(42)

Then, using (42), the equation (41) can be rewritten as follows:

∥∆xp(k)∥ ≤ Lk+1∥∆xp(0)∥ +

k∑
i=0

Lk−i+1|ũp(i)|. (43)
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Now, substituting (43) into (39) for any k ∈ N<N yields

∥∆up+1(k)∥ ≤∥fu(k)∥∥∆up(k)||+∥fe(k)CT∥

(
k∑

i=0

Lk−i+1|ũp(i)|+Lk+1ϵx+ϵs

)
.

(44)

Applying λ-norm to both sides of (44) gives

∥∆up+1(k)∥λ ≤sup
k

∥fu(k)∥∥∆up(k)∥λ + sup
k

∥fe(k)CT∥(Lk+1ϵx + ϵs)

+ sup
k

∥fe(k)CT∥sup
k
β−λk

k∑
i=0

Lk−i+1|ũp(i)|.
(45)

Setting L = β, one can rewrite the last supremum in (45) as follows:

sup
k
β−λk

k∑
i=0

βk−i+1|ũp(i)| = sup
k

k∑
i=0

β−λk+k−i+1|ũp(i)|

= sup
k

k∑
i=0

β−λ(i−1)|ũp(i)|β−(λ−1)(k−i+1)

≤ sup
k

k∑
i=0

sup
k

(β−λk|ũp(k + 1)|)β−(λ−1)(k−i+1)

= sup
k
β−λk|ũp(k + 1)| · sup

k

k∑
i=0

β−(λ−1)(k−i+1)

= ∥∆up(k) − fa(k)∥λ
(

1 − β−(λ−1)(k+2)

1 − β−(λ−1)
− 1

)
≤ ∥∆up(k)∥λ

(
1 − β−(λ−1)(k+2)

1 − β−(λ−1)
− 1

)
+ ϵa

(
1 − β−(λ−1)(k+2)

1 − β−(λ−1)
− 1

)
.

(46)

Introducing

γ1 = sup
k

∥fu(k)∥, (47)

γ2 = sup
k

∥fe(k)CT∥
(

1 − β−(λ−1)(k+2)

1 − β−(λ−1)
− 1

)
, (48)

and

γ3 = sup
k

∥fe(k)CT∥
(
βk+1ϵx +

(
1 − β−(λ−1)(k+2)

1 − β−(λ−1)
− 1

)
ϵa + ϵs

)
, (49)

(45) leads to

∥∆up+1(k)∥λ ≤ (γ1 + γ2)∥∆up(k)∥λ + γ3. (50)

Let us rearrange (50) as

∥∆up+1(k)∥λ − (γ1 + γ2)∥∆up(k)∥λ ≤ γ3. (51)
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It is obvious (Chien, 1998) that (51) is satisfied if |γ1 + γ2| < 1. Then, we can

conclude that

lim
p→∞

∥∆up(k)∥λ ≤ γ3
1 − |γ1 + γ2|

. (52)

Finally, tracking error convergence of the proposed FTC-ILC can be proven.

Again, let us apply λ-norm to (41) and carry out the same reasoning as in (45).

As a result, we obtain

∥∆xp(k)∥λ ≤ γ4∥∆up(k)∥λ + γ5, (53)

with γ4 = 1−β−(λ−1)(k+2)

1−β−(λ−1) − 1 and γ5 = sup
k

(
βk+1ϵx +

(
1−β−(λ−1)(k+2)

1−β−(λ−1) − 1
)
ϵa

)
.

As the trial number tends to infinity, we have

lim
p→∞

∥∆xp(k)∥λ ≤ γ4
γ3

1 − |γ1 + γ2|
+ γ5. (54)

Using the output equation of the system (1),

lim
p→∞

∥yd(k) − yp(k)∥λ ≤∥CT∥∥∆xp(k)∥λ + ϵs

≤∥CT∥
(
γ4

γ3
1 − |γ1 + γ2|

+ γ5

)
+ ϵs

≜σ(ϵx, ϵa, ϵs).

(55)

Remark 1. From a practical perspective, a key point is the method of

keeping the condition (35) satisfied. Analyzing (48), it is clear that lim
λ→∞

γ2 = 0.

Then, a crucial factor for satisfying convergence condition is the component γ1.

According to Definition 1, by using (7), (47) can be rewritten as

γ1 = |wc
3,p|sup

k

∥∥∥∥ ∂σo(·)
∂up(k)

∥∥∥∥ . (56)

Clearly, after controller weight update, one can verify the convergence criterion210

very easily by proper adaptation of the weight wc
3,p.

Remark 2. Assuming that σo(·) is a linear function, the supremum in (56)

can be further transformed as follows:

sup
k

∥∥∥∥ ∂σo(·)
∂up(k)

∥∥∥∥ = sup
k

∥(W c
1u,p ◦ σ

′

h)TW c
2,p∥, (57)

where W c
1u,p are the input weights assigned to the controller input up(k). In

order to achieve good approximation abilities, usually σh(·) is selected to be a

squashing function (a sigmoid or a hyperbolic tangent one). In such cases, the
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maximum of the activation function derivative is equal to 1 and (57) can be

rewritten as

sup
k

∥∥∥∥ ∂σo(·)
∂up(k)

∥∥∥∥ = |(W c
1u,p)TW c

2,p|. (58)

Substituting (58) to (56), one obtains

γ1 = |w3,p(W c
1u,p)TW c

2,p|. (59)

6. Experimental study

6.1. System description

The proposed fault-tolerant control system was tested on the example of

tracking control for the magnetic brake system (Patan and Patan, 2021). It

constitutes a non-friction system dissipating high kinetic energy into thermal

energy. According to the amount of heat, in practical settings the magnetic

brake is usually just a component of more sophisticated systems with additional

electric actuation and energy recovery, e.g., electromagnetic brakes encountered

widely in high speed railways, big trucks and industrial elevators. For clarity of

presentation and proper illustration of the potential of the developed approach,

a relatively simplistic version of the magnetic brake is considered here. Its

realization consists in rotating the conductive element immersed in a magnetic

field generated by external magnets (cf. Fig. 3(a)). The movement of the

conductor within the magnetic field results in inducing eddy currents, which

further interact with the magnetic flux producing a spatio-temporal field of

Lorentz forces. These, in turn, generate a total braking torque slowing down

(a) (b)

Figure 3: Schematic view of the magnetic brake (a) and the example of its practical realization:

Inventor A52 energy meter (b).
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the rotating element. The rotational velocity over time horizon t ∈ (0, tf ] can

be mathematically described by the initial value problem

J
dω(t)

dt
= M(B0(t), ω(t)), ω(0) = ω0, (60)

where ω is rotational velocity, J is the moment of inertia of the rotating element,

B0(t) is the magnetic flux generated by the external magnets, and M is the total

aggregated braking torque,

M =

∫
D
Tq(B(x, t), B0(t), ω(t)) dV, (61)

where D ∈ R3 is a spatial domain representing the rotating conductor, dV stands

for the volume element of D, Tq is the Lorentz force on the volume element215

related to the spatial location x, and B(x, t) denotes the spatio-temporal field

of the internal magnetic flux inside the conductor.

It is clear that the total braking torque (61) at any time instant depends

in non-linear manner on the spatial field of eddy currents generated by the

magnetic flux and shape of the domain D as well as the external magnetic flux.220

Accurate estimation of the braking torque is a key problem for both the design of

the control system and fault accommodation. In practical conditions, modeling

uncertainty in each repeated trial of the braking process will play a significant

role and should be properly estimated based on the observed data. The torque

field Tq is continuous and bounded provided by the physics of the process, so the225

functional (61) is smooth enough to satisfy the assumption A3. Therefore, in

order to determine the system response up to satisfactory accuracy, a reasonable

approach is to make use of the well-known ensemble averaging properties of

neural networks. Apart from accurate modeling of the non-linear torque, this

will also provide necessary robustness with respect to disturbances. Then, neural230

models are further incorporated into the proposed iterative learning control

scheme.

For the purpose of the experiment, as a simulated reference we used an

aluminum disk with a diameter of 10 cm and thickness of 1 mm rotating in the

external magnetic field with a maximum flux of 0.1 T. This is close to a typical235

configuration encountered in analog energy meters, cf. Fig. 3(b)). The initial

angular velocity ω0 was set to a value of 10 rpm. The task was to slow down

the disk to 0.01% of the initial velocity within the period of 10 seconds. The
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Figure 4: Reference signal.

simulated reference profile being the solution to (60) for the sample time 0.03 s

is presented in Fig. 4 (the plot is normalized to rad/s). The objective of the240

control task is to accurately follow the reference profile of the output angular

velocity ω(t) by proper update of the input signal of the magnetic flux B0(t)

generated by an external electromagnet, simultaneously taking into account

potential faults occurring in the system.

To investigate fault tolerant properties of the proposed approach, a number245

of faulty scenarios were prepared, including both sensor and actuator faults, as

well as multiple faults. Specification of the faults is included in Table 1. All

faults are of abrupt and additive nature.

Table 1: Faulty scenarios specification.

scenario type intensity trial time instant

f1 sensor +0.05 5th 100th

f2 sensor −0.05 10th 100th

f3 actuator +0.002 10th 95th

f4 sensor then actuator +0.05/+0.002 10th 100th/200th

6.2. Forward and inverse model design

Forward multi-model. In this study we applied a multi-model developed in our250

previous work (Patan et al., 2020), and the details can be found therein. Briefly,

to design the model, seven operating points were considered (from the interval

[0.003 − 0.095]) and, consequently, seven state-space neural models (17) were

21



derived. The final output of the forward model was calculated using the mem-

bership functions (18) of the spread guaranteeing covering the entire range of the255

operating points and at the same time satisfying the criterion (14). Each sub-

model had a relatively simple architecture with five hidden hyperbolic tangent

neurons and a low model order (2nd or 3rd).

Inverse model ensemble. The ensemble of inverse models used in this research

was derived in the previous work of the authors (Patan and Patan, 2022). To260

achieve a robust model, a mixture of five neural inverse neural networks of the

form (22) was used. Each model had a different number of hidden non-linear

neurons (varying from 3 to 12) and a different number of past inputs m and

outputs n (3 or 4 in both cases). The final output of the inverse model was

calculated as the mean value of sub-models’ outputs according to (21). Details265

concerning the design process as well as training are presented by Patan and

Patan (2022).

6.3. Learning controller synthesis

The initial parameters of the learning controller were set as small random

values. After that the controller was applied to control the magnetic brake and

at the same time trained with the algorithm described by the equations (10)–

(13). The number of neurons in the hidden layer was set to nh = 15, and the

activation function was a hyperbolic tangent. The output activation function

σo was a linear one. To obtain proper generalization abilities of the controller,

the learning rate was set to be exponentially decreasing:

η(i) = η0e
−0.05i, (62)

where i stands for the training iteration. The maximum number of training

iterations was equal to 1000, and the initial value of the training rate at each

trial was η0 = 0.001. The convergence of the root mean square of the tracking

error is shown in Fig. 5. It is clear that the tracking error norm was established

at the value of about 0.01, which is, in fact, the value of the norm of the noise

affecting the system output. Then, further reduction of the tracking error norm

is not possible. After training the controller, parameters are stored for further

use. According to Remark 1, a crucial issue for the convergence is to keep
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Figure 5: Convergence of the ILC: normal operating conditions.

parameter γ1 below the value of 1. From Fig. 6 it is clear that γ1 has the

correct value all the time, guaranteeing the convergence of the control system.

An important characteristic of the control system is its self fault tolerance. In
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Figure 6: Evolution of the parameter γ1.

this framework, two experiments were conducted and investigated. The first

one was the reaction of the learning controller to the faulty scenario f1. The

convergence of the tracking error for this case is presented in Fig. 7 with the

blue-solid line. Obviously, at the 5th trial there is an abrupt change in the

RMS value of the tracking error after which it settles at the level nearing 0.05.

Clearly, ILC itself is not able to compensate the sensor fault, but the RMS of

the tracking error is upper bounded. The boundedness of the tracking error can
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be explained directly from the results provided by Theorem 1. Assuming a zero

initial state (ϵx = 0) and no actuator fault (ϵa = 0), parameter γ5 is equal to

zero. Moreover, one can find such a value of λ that the parameter γ4 is very

close to zero. Then, (55) can be rewritten as

lim
p→∞

∥yd(k) − yp(k)∥λ ≤ ϵs + ψ, (63)

where ψ is a very small value close to zero. Fault intensity was equal to 0.05.

In the case considered, ϵs = 0.8958, but its RMS is
√

1
321ϵ

2
s = 0.05, which is270

a value very close to the upper bound of the tracking error observed in Fig. 7.

Summarizing this part of the research, ILC is not able to compensate the sensor

fault and an additional fault accommodation mechanism is required to achieve

fault-tolerant control.
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Figure 7: Convergence of ILC in the case of faults.

The second experiment was to analyze the behavior of the learning controller

in the case of the actuator fault f3. The convergence of the tracking error is

shown in Fig. 7 with the red-dashed line. After fault occurrence (10th trial),

the convergence of the tracking error is violated and the RMS of the tracking

error starts to increase. However, very quickly the learning controller was able

to properly react and retrain its parameters to yet again converge to a mini-

mum value of the tracking error after approximately 15 trials. To explain this

phenomenon, let us analyze again the condition (55). Assuming a zero initial

state (ϵx = 0) and no sensor fault (ϵs = 0), one can find such a value of λ that

the parameters γ4 and γ5 are very close to zero. Then, (55) can be rewritten as

lim
p→∞

∥yd(k) − yp(k)∥λ ≤ ψ, (64)
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where ψ is a very small value close to zero. To conclude, the proposed ILC275

has the actuator fault tolerance property. However, we believe that developing

actuator fault accommodation will help to improve the convergence rate of the

tracking error after fault occurrence.

6.4. Fault detection and isolation
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Figure 8: Output residual thresholding.

The fault diagnosis system is based on the evaluation of two residual sig-

nals as was preliminary portrayed in Section 4. A fault is detected using the

residual (24). In the case considered, during each trial we can observe transient

behavior in magnetic brake work, so the residual at the beginning has some

value which vanishes as time passes (see Fig. 8, with the residual marked with

the blue line). Then, to make a decision about faults, we decided to apply an

adaptive threshold. It can be determined on the basis of the statistical parame-

ters of the residual derived in normal operation conditions. Due to the transient

behavior observed in the residuals, a moving mean and moving standard devia-

tion were calculated over the past n ∈ (0, k) samples using the formulas (Patan,

2008)

r̄y(k) =
1

n

k∑
i=k−n

ry(i), (65)

where r̄y is the moving mean of the residual ry at the time instant k, n is the

window length, and

sry (k) =

√√√√ 1

n− 1

k∑
i=k−n

(ry(i) − r̄y(k)), (66)
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where sry (k) is the standard deviation of the residual at the time instant k.

Using (65) and (66), upper and lower thresholds can be easy calculated using

2sry rule-of-thumb as follows:

T
ry
u,l = r̄y(k) ± 2sry , (67)

where T
ry
u and T

ry
l represent the upper and lower thresholds, respectively. In280

the present work, the window length was set to n = 10 and vectors r̄y and

sry were calculated based on residuals derived for normal operating conditions.

After that, these vectors were stored for further use. The derived thresholds

are depicted in Fig. 8 (black-dashed lines). Such derived thresholds can be

effectively used for fast and reliable fault detection. In Fig. 8, one can observe285

the residual derived for the 10th cycle of magnetic brake operation (red line).

An alarm is raised at the 100th time instant. This is consistent with the scenario

f2, according to which the sensor fault is introduced during the 10th trial at

the 100th time step. In this case, the false detection rate rfd = 3.69% and the

detection moment tdm = 1 time instant. Clearly, fault detection was carried out290

quickly and reliably.
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Figure 9: Input residual thresholding.

However, to definitely point out that a fault is a sensor one, another residual

(25) should be processed. This time the residual is centered (see Fig. 9, with

the residual marked with blue line), and for decision making simple thresholds

can be used. To calculate the thresholds the mean value and standard deviation

of the residual ru(k) determined for normal operating conditions are required.
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In the case considered, we achieved the following values: r̄u = 8.78 · 10−6 and

sru = 3.43 · 10−5. Finally, the thresholds are calculated using the 3sry rule:

T ru
u,l = r̄u ± 3sru , (68)

where T ru
u and T ru

l represent the upper and lower thresholds, respectively. In

the study considered, T ru
u = 1.12 · 10−4 and T ru

l = −0.94 · 10−4. Threshold

values are stored and used in the fault diagnosis process. In Fig. 9, thresholds

are marked with the black-dashed lines. In normal operating conditions the295

residual is inside the region limited by thresholds, but when an actuator fault

occurs the residual almost immediately exceeds the thresholds, as illustrated in

Fig. 9 (the residual marked with the red line). In this case, an alarm is raised at

the 95th time instant. This is consistent with the scenario f3, according to which

the actuator fault is introduced during the 10th trial at the 95th time step. In300

this case, the false detection rate rfd = 1.25% and the detection moment tdm = 1

time instant, which means that the fault was quickly and surely detected.

6.5. Fault estimation and accommodation

After fault diagnosis, a fault can be estimated and accommodated. First, let

us analyze the scenario f2. The results of fault tolerant control are presented in305

Fig. 10. Clearly, the sensor fault was reliably accommodated in one trial using

the sensor fault estimate (28). This was possible due to fast fault detection, as

illustrated in Fig. 8. In the case considered, the mean value of f̂s(k) was −0.0506,

which means that sensor fault was accurately estimated with the absolute value

of the reconstruction error ∥ − 0.0506 − (−0.05)∥ = 0.0006.310

The second experiment was to check fault-tolerant control quality in the case

of the actuator fault f3. The control results are shown in Fig. 10. Once again,

the fault was reliably accommodated using the actuator fault estimate (26).

It should be stressed that the proposed learning controller has actuator fault

tolerance properties as illustrated in Fig. 7 (red-dashed line). However, by intro-315

ducing the actuator fault accommodation mechanism (27), control convergence

was significantly improved. In this case, the mean value of f̂a(k) was 0.0022,

which is very close value to the real fault intensity equal to 0.002 (see Table 1).

The absolute value of the reconstruction error is ∥0.0022 − 0.002)∥ = 0.0002.
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Figure 10: Sensor fault accommodation: scenario f2.
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Figure 11: Actuator fault accommodation: scenario f3.

The last investigated scenario, f4, consists in accommodation of two faults320

appearing one by one. The control results are presented in Fig. 12. Fault ac-

commodation is pretty effective. In Fig. 13 we can observe the process of fault

detection and isolation. Firstly, the sensor fault was signalled at the 100th time

step as the residual ry permanently exceeded the upper threshold T
ry
u . At the

same time, the residual ru remains inside the region bounded by thresholds.325

After that, at the 200th time step, the actuator fault was signalled as the resid-

ual ru exceeded the lower threshold T ru
l . Simultaneously, the residual ry still

retained outside the region bounded by thresholds.
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Figure 12: Multiple faults accommodation: scenario f4.
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Figure 13: Multiple faults detection.

29



7. Conclusions

The paper proposed fault-tolerant iterative learning control carried out by330

means of neural network models. To design this control scheme, three kinds

of neural networks were applied. Due to the class of systems considered, a

forward model was built upon a mixture of state-space neural network sub-

models. Then, the forward model was used to carry out fault detection. The

second class of neural networks applied included a neural network with exter-335

nal dynamics, used to build an ensemble of inverse models. The ensemble was

used in a twofold way: to perform fault isolation and to generate the desired

control estimate for the purpose of controller synthesis. The third class of neu-

ral networks included a feed-forward network used to design the static learning

controller. The proposed fusion of neural networks is very useful in the cases340

when the mathematical model of a system could not be derived and data-driven

methods are the only alternative. Moreover, the application of neural networks

renders it possible to design a learning controller of the adaptive kind. The

paper provides sufficient conditions guaranteeing the convergence of the pro-

posed control strategy in the presence of both actuator and sensor faults. An345

important result from the convergence analysis is that the proposed open-loop

control has the inherent tolerance regarding actuator faults. Anyway, this work

proposed fault estimation and accommodation mechanisms to improve control

quality deteriorated by faults. Simulation results confirm the effectiveness of

the proposed fault-tolerant control. Summarizing, the decided advantages of350

the proposed approach in comparison to existing contributions are as follows:

• very extensive treatment of the subject including different types of faults,

model uncertainty and control design supplemented with careful mathe-

matical characterization and convergence analysis;

• there is no linearization required at any stage of control design, i.e., mod-355

eling, fault detection and accommodation, and controller synthesis, which

broaden the area of applicability.

There still remain open problems, which require more attention. Each in-

verse model candidate was trained using the so-called series-parallel setting,

which means that during training the neural model was treated as a feed-forward360
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one. More accurate modeling is possible using recursive training via a parallel

identification model. Secondly, a very important issue is to extend the proposed

fault accommodation mechanism onto the class of incipient faults. Finally, a

closer look into robustness properties of the proposed control scheme to external

disturbances as well as to a model mismatch is needed.365
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